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Preface

Since the beginning of the 1990s, cellular communication services have been enjoy-
ing an unprecedented level of development, made possible by the existence of the
so-called second generation digital technologies, GSM (Global System for Mobile
communication) being one of the most popular. These technologies, generally
incompatible with each other, are the result of standards created at the start of the
1980s. After some years of evolution and successive improvements, these different
standards have today reached the limits of their possibilities.

In order to permit the creation of new services and to offer users real mobility
on a global scale, it has become necessary to make a technological jump and cross
the threshold to third generation cellular networks. A number of partners (telecom-
munications equipment suppliers and operators) have therefore been working
together for some years to define the future technology, trying to reconcile the
requirements of new services (high quality wireless Internet, multimedia, etc.)
with the necessity of guaranteeing to users and network operators the smoothest
possible transition to the new generation.

Despite the unification efforts of the International Telecommunications Union,
through its IMT-2000 program, there exist not one, but several third generation
technologies, the main one being the Universal Mobile Telecommunication System
(UMTS). Since January 1999, the 3GPP (Third Generation Partnership Project), in
charge of the development of the UMTS standard, has carried out a substantial
amount of work, whose concrete expression consists of several tens of thousands
of pages of specifications spread over more than 300 documents.

The aim of this book is to present, from a system point of view, the architecture
and the techniques employed in UMTS networks. The introductory chapters
describe the origins of UMTS and its place among the third generation technolo-
gies. The succeeding, more technical chapters describe different aspects of UMTS,
including the architecture, the structure of the radio interface, the protocols used,
and the importance of the GSM inheritance.

The book is intended for students and telecommunications professionals who
want a general view of UMTS, without losing themselves in the labyrinth of the
specifications in the standard.
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UMTS and Third Generation Networks

1.1 Origins of UMTS

For some years now, cellular telephony systems have been experiencing a level
of growth unprecedented in the world of telecommunications. When the first
cellular technologies were brought into service, at the beginning of the 1990s, we
saw a rather slow take-off in the curve of subscriber numbers, hardly presaging
the subsequent spectacular growth. At the beginning of 2001, there were some 450
million GSM subscribers in the world (including more than 40 million in the UK)
(Figure 1.1). So-called second generation wireless technologies as a whole (GSM,
1S-95, AMPS, PDC, PHS) serve a total of more than 600 million subscribers.

1.1.1 A Promising Future

Figure 1.2 shows global forecasts, in terms of subscribers, for radio-telephony tech-
nologies as a whole. They show that the present tendency, far from slowing down,

Millions of subscribers
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300 /

Jan 97 Jan 98 Jan 99 Jan 00 Jan 01

Figure 1.1 Growth in the number of GSM subscribers worldwide (source: GSA).
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Figure 1.2 Growth forecast for wireless telephony (source: UMTS Forum).

is set to accelerate. It is even predicted that the number of subscribers to wireless
services will overtake the number of subscribers to wired services by 2004.

These forecasts are based on the following observation: the European and North
American markets, already very developed, will reach their maximum level when
the level of equipment provision reaches 80% of the population. Applying this rea-
soning to Asia, to the Pacific, and to the rest of the world (South America, etc.), we
realise that the development potential of these regions is far ahead of that of Europe
and North America.

It could well be that these forecasts fall short of the reality. It is, in fact, perfectly
possible that making new services, GPRS (General Packet Radio Service) for exam-
ple, available within the GSM domain will accelerate still further the development of
mobile telephony usage. Recent changes to the GSM standard will permit the use of
the radio communications spectrum for packet-switched data services to be ratio-
nalised. This should open the way for such new applications as the use of telemetry
for domestic meter reading or remote diagnostic applications, whether medical or
mechanical. Furthermore, the systematic use of cellular telephony in the profes-
sional domain, linked to the need to separate private and professional usage of the
mobile, may have a by no means negligible effect on the growth of the market. This
separation will, in fact, lead users to subscribe twice, once for professional use and
on-- for private use.

1.1.2 Incompatible Systems

There is still, however, one spectre at the feast. To meet the spectacular growth
of recent years, some very different and, unfortunately, incompatible techno-
logies have been used. Among the most widely used second generation systems,
there are:

e PDC (Personal Digital Cellular) and PHS (Personal Handyphone System), used
mostly in Japan;
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Table 1.1 Principal technological differences between GSM, 15-95, 15-136 and PDC.

GSM 1S-95 15-136 PDC

Modulation method GMSK QPSK DQPSK QPSK
Access method TDMA/FDMA (DMA TDMA TDMA
Frequency band (MHz) 900/1 800/1 900 800/1 900 800/1 900 800/1 400
Bandwidth (kHz) 200 1,250 30 25
Usage Worldwide American North America Japan

continent,

Asia

e AMPS (Advanced Mobile Phone Service), IS-136 or D-AMPS (Digital-AMPS), the
digital successor to AMPS, and IS-95 (also known under the commercial name
of cdmaOne), used principally on the American continent and in Asia;

e GSM (Global System for Mobile communication), adopted in the majority of
countries offering cellular communication services. GSM was originally a purely
European standard. Where GSM has been deployed outside Europe (for example
in North America or Asia), it is often in competition with another system.

The incompatibility between these systems manifests itself in several different ways.

First of all, major differences in the use of the radio segment prevent any mobile
from working over a network that uses a technology different from that for which
it was designed. The differences between the radio technologies used by second
generation systems lie in such fundamental aspects as the modulation method,
the frequency band used, and the structure of the physical channels. Table 1.1
illustrates some of these differences for the four main systems of cellular radio
communication: GSM, 1S-95, IS-136 and PDC.

It is, of course, always possible to design multimode terminals able to function
as well on one of these technologies as on another: IS-95 and GSM, for example.
Attempts to do this have rarely proved successful, however, because of the cost and
the extra bulk of such equipment.

Secondly, subscriber management is not at all the same on the different systems.
In the case of GSM, the subscriber has a SIM (Subscriber Identification Module)
card, containing all the information about the subscriber (including, for example,
the subscriber identity or IMSI). This card is designed to be used in any GSM mobile
and allows subscribers to continue to use the services when they move to a GSM
network other than the one provided by the operator with whom they have sub-
scribed; this is described as roaming. Other systems exist, however, notably in North
America, in which the information about the subscriber is physically linked to the
mobile equipment, thus limiting severely the possibilities for roaming.

1.1.3 Towards a Common Standard

The incompatibility among second generation systems has many inconveniences.

Unfortunateptravellersywhowgomtoncountries where the technology offered
by their operator is not represented find themselves suddenly deprived of their
communication tool. This has a direct influence on the revenues of cellular
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operators. Operators who have chosen minority cellular technologies will suffer a
loss of income because roaming subscribers cannot connect to their networks.

Developing a cellular communication technology constitutes a major effort for
an equipment supplier, which has a direct effect on the selling price of the systems.
The multiplication of cellular technologies prevents the operators from benefiting
from the economies of scale that a common technology, deployed on a global scale,
would bring.

Since the idea of a third generation radio communication system began to ger-
minate, there has been a strong desire on the part of the operators to see a common
standard defined.

1.2 The Place of UMTS Among Third Generation Networks

As already explained, the second generation radio-telephony scene is made up of
a multitude of different technologies. For each of these systems, there is a stan-
dardisation body responsible for the specifications and for their development. In
order to avoid a repeat of such a scenario, it became necessary to entrust the defi-
nition of the third generation to as independent and representative an organisation
as possible. The International Telecommunications Union (ITU) was the obvious
body to fulfil this role.

Thus it was that the ITU came to define the IMT-2000 concept, seeking to bring
together the proposals of the different standardisation bodies and to define an
international standard with the following objectives:

e support for multimedia applications;
e support of higher speeds (up to 2 Mbps);

e extended roaming, allowing the subscriber to benefit from a service coverage well
beyond that available today.

The first IMT-2000 milestone (Figure 1.3) was the end of the technical proposal sub-
mission phase for the most sensitive link in the system: the radio segment, called
Radio Transmission Technology (RTT) by the ITU. By June 1998, 16 proposals had
been submitted, coming from 12 different standardisation bodies. They included

Commercial
operation

Definition First network <:
of the first version prototypes
Proposal of the specification <_——____>
submission phase <:>

m———

| | | ] | ]
T T T T T T
1998 1999 2000 2001 2002 2003 ...

v

Figure 1.3 ' IMT-2000 timetable.
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Table 1.2 The RTT proposals submitted to the ITU.

Description Type Origin
UWC-136 Universal Wireless Communications Terrestrial TIA
WIMS Wireless Multimedia and Messaging Services Terrestrial TIA
NA: WCDMA North American wideband CDMA Terrestrial T1P1
cdma2000 Wideband CDMA (based on IS-95) Terrestrial TIA
SAT-CDMA Network of satellites in low orbit Satellite TTA
DECT Digital Enhanced Cordless Telecommunications Terrestrial ETSI
TD-SCDMA Time-Division Synchronous CDMA Terrestrial CATT
SW-CDMA Satellite Wideband CDMA Satellite ESA
SW-CTDMA Satellite Wideband Hybrid COMA/TDMA Satellite ESA
ICORTT Network of satellites in medium orbit Satellite ICO
W-CDMA Wideband CDMA Terrestrial ARIB
CDMA 1l Asynchronous DS-CDMA Terrestrial TTA
(DMAI Multiband Synchronous DS-CDMA Terrestrial TTA
UTRA Universal Terrestrial Radio Access Terrestrial ETSI
Horizons Horizons Satellite System Satellite Inmarsat

proposals both for terrestrial communication networks and for satellite-based

systems. They are briefly summarised in Table 1.2.

Figure 1.4 shows a breakdown of the proposals for the terrestrial network on the
basis of the network access technology. As will be seen, CDMA is the dominant
technology. This represents a break for the GSM operators group, more especially
for the European operators. The move to CDMA will impose on them new methods
of network deployment and new tools for cellular planning.

L Propositions IMT-2000 J

CDMA

FDD TDD

CDMAT

CDMA
I

WIMS NA  |lcdma2000 | UTRA
WCDMA

3GPP2 &> 3GPP

TDMAAI

WCDMA
ARIB

D
SCDMA

Figure 1.4 ' IMT-2000 proposals.

DECT uwcC
136
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(The access network is the equipment associated with the radio segment of the
network, which inter alia allocates radio resources and multiplexes users on to
the radio channels. The UMTS access network is known by the name of UTRAN
(Universal Terrestrial Radio Access Network).

The core network consists of those elements of the network responsible for
managing subscribers, routing calls, and interconnection with external communi-
cations networks.)

The majority of the CDMA proposals include the two modes: TDD (Time Division
Duplex) and FDD (Frequency Division Duplex). The FDD mode requires the use of
a pair of frequency bands (the up and down paths use different frequency bands)
while the TDD mode uses only a single band (the up and down paths are time divi-
sion multiplexed). The proposals that use TDD have an advantage over the others:
they are more flexible in the face of the problems of spectrum allocation encoun-
tered by the regulatory bodies. As we will see in the section on the IMT-2000 radio
spectrum, this point is not without importance.

At the end of a negotiating phase, two technology families finally emerged from
the set of proposals regarding the terrestrial networks, leading to the creation of
two groupings of suppliers and network operators, whose principal features are
summarised in Table 1.3:

e the Third Generation Partnership Project (3GPP), originators of the Universal
Mobile Telephone System (UMTS), the specification of which inherits a number
of features from the GSM standard;

e 3GPP2, created as a reaction to 3GPP’s strong orientation towards GSM, in order
to ensure the continuing existence of systems of the IS-95 type, the North
American competitor to GSM.

These two groupings are interesting because they constitute a sort of ‘neutral’ envi-
ronment, in which each participant, whether operator or supplier, from Europe,

Table 1.3 Principal features of 3GPP and 3GPP2.

3GPP 3GPP2
Date of creation January 1999 January 1999
Technology UMTS cdma2000
Affiliated bodies ETSI (Europe) TIA (USA)
TTA (Korea) TTA (Korea)
TTC (Japan) TTC (Japan)
ARIB (Japan) ARIB (Japan)
T1 (USA) CWTS (China)
Type of core network MAP (GSM) ANSI-41
Access network technology DS-W-CDMA (FDD) DS/MC-W-CDMA
TD/CDMA (TDD) (IS-95)

ARIB:  Association of Radio Industries and Businesses (Japan)
CWTS: China Wireless Telecommunications Standard Group (China)
CATT:  China Academy Telecommunications Technology (China)
ETSI:  European Telecommunications Standards Institute (Europe)
TTA:  Telecommunications Technology Association (Korea)

TTIC:  Telecommunications Technology Committee (Japan)

TIA:  Telecommunications Industry Association (USA)
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Asia or North America, has the same voting rights as the other participants. This
is not the case with traditional standards organisations such as ETSI, T1 or ARIB,
where only the local participants (for example, European operators and suppliers
in the case of ETSI) have decision making powers.

In the 3GPDP, decisions are taken on the basis of consensus. This means that, fol-
lowing a period of discussion and negotiation, every decision, before being adopted,
must meet with the support of all the parties concerned. This way of working is
fairly similar to that of many standardisation bodies.

Despite its initial objectives, IMT-2000 has not resulted in a unique standard. A
consequence of this important point is the need to develop multimode terminals,
the only way of ensuring continuity of service between networks supporting dif-
ferent technologies. However, the heritage of GSM in UMTS (in particular in the
architecture of the core network) puts it in a favourable position. We will see, in
fact, when we consider the objectives of UMTS, that continuity of service with GSM
is one of its fundamental principles.

As Figure 1.5 shows, GSM has the benefit of a strong position. Its principal com-
petitors, IS-95, PDC and IS-136, are clearly losing ground. The large number of GSM
users is a factor that will play a major role in ensuring the future success of UMTS.
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Figure 1.5 Distribution of mobile subscribers by technology (source: GSA).
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Despite the large number of technologies proposed for IMT-2000, this strength
means that UMTS is well placed to dominate the radio communication landscape
of the third generation. Furthermore, thanks to the inclusion of Asian and North
American partners, the creation of the 3GPP consortium has avoided UMTS becom-
ing solely a European standard. If this had not been done, UMTS would have been
excluded from some markets, just as happened to GSM.

1.3 Importance of Standardisation

The standardisation phase has been of particular importance within the UMTS pro-
gramme for three reasons.

First, the 3GPP grouping includes many more supplier and operator participants
than the standardisation bodies that defined the second generation standards. The
options and technical choices decided on by 3GPP therefore carry much more
weight.

Secondly, as we will see in later chapters, the process of specifying 3GPP has been
much more thorough than that of defining the second generation standards. For
example, standardised open interfaces are much more numerous in UMTS than in
the GSM and IS-95 standards.

The final point concerns the value of patents in the world of the telecommuni-
cations industry. For the companies that build telecommunications equipment, the
standard has become a real tool for protecting investment in research and devel-
opment, and intellectual property more generally, all the more so in the case of a
standard like UMTS that is intended to serve as a global reference standard.

1.4 Structure of 3GPP

The 3GPP grouping is made up of a number of separate technical specification
groups (TSG), corresponding to distinct work areas (Figure 1.6). Each TSG is
responsible for defining and producing specifications within its domain of interest.
Initially, there were four TSGs:

e The purpose of the SA (Service and System Aspects) TSG is to specify the user
services and the general architecture of the UMTS network. It also handles prob-
lems connected with security and confidentiality of communications carried on
the network.

e The Core Network (CN) group is in charge of the call control protocols and of
supplementary services, as well as interconnection to external networks.

e The Radio Access Network (RAN) group is responsible for the definition of the
protocols and the architecture of the UMTS access network.

e_The objective of the Terminals (T) group is to define the structure of the USIM
card (the successor to the SIM card used in GSM mobiles), along with the
functions and conformance tests for UMTS terminals.
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Figure 1.6 Structure of 3GPP.

In August 2000, a new TSG was added: GERAN (GPRS EDGE Radio Access Network)
is responsible for the evolution of the access network part of the GSM standard. This
new group results from the migration of part of these activities from ETSI to 3GPP.
This development is a good illustration of the desire to define UMTS as a communica-
tion network that includes different access technologies, as we will see in Chapter 3.

1.5 Objectives of UMTS

1.5.1 Compatibility with Second Generation Systems

The deployment of second generation cellular systems has been, and still is, an
extremely expensive business for the operators. The cost of a network with national
coverage is measured in hundreds of millions of pounds, invested over several
years. The investment becomes profitable only after a period of operation of at least
five or six years.

As a result of their complexity and the growth forecasts for wireless telephony,
the level of operators’ investment in third generation networks is likely to be even
higher. In consequence, the future third generation standard must provide for a
certain level of compatibility with existing systems, in order to allow operators of
second generation technology to extend the life of their investments and also to
provide continuity of service to users during the migration to the new technology.

Compatibility between UMTS and GSM includes two different aspects:

e compatibility in terms of services offered to the user;
e transparency of the network, as seen by the user.

Compatibility of Services

In general, we can classify the services offered by a communication network into
three groups:

e bearer services;
e tele-services;
e supplementary services.
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Bearer Services

The term ‘bearer service’ refers to a transport service provided by a transmission
channel set up between users. To each class of bearer service there corresponds
a transmission capacity endowed with certain characteristics. In GSM, the bearer
services are characterised by a list of attributes including, inter alia:

e speed (1200, 2400, 4800, 9600 bps);

e type of access (synchronous, asynchronous);

e transmission mode (transparent, non-transparent);
e configuration (symmetric, asymmetric).

Tele-services

Tele-services include the principal services that the network offers to the user. In
GSM they include:

o classical telephony;

e emergency calls;

e short messages initiated by the mobile, by the network, or broadcast;
e Group 3 fax.

Figure 1.7 illustrates the difference between bearer services and tele-services in
the case of a link between a mobile and a fixed terminal. The bearer services include
a transmission network made up of a number of sub-networks:

o the UMTS network (itself made up of a radio interface and a terrestrial network);

e the transit network (for example the PSTN, i.e. the public switched telephone
network);

e and finally, a possible terminal network.

Tele-services as such are established from end to end, including adaptation to
the bearer service provided by the network (TAF: Terminal Adaptation Function).

Tele-services

Bearer services

Y

|<

| UMTS | —] Transport . Terminal I

TE [ TAF TE

MT Network network network .
MS

MS : Mobile Station
MT : Mobile Termination
TE: Terminal Equipment

TAF : Terminal Adaptation Function

Figure 1.7 Bearer services and tele-services.
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Supplementary Services

Supplementary services bring together a whole range of services complementary to
the tele-services. They are the subject of special management for the operator (and
for the subscriber) because, in contrast to bearer services and tele-services, they can
be invoiced independently and are activated and deactivated by the user.

A large number of supplementary services were defined within the GSM frame-
work. Among the best known and the most frequently used in present day GSM
networks are the following:

e caller identification (CLIP: Call Line Identification Presentation);

e different types of call forwarding (CFU: Call Forwarding Unconditional, CENRy:
Call Forwarding on No Reply, etc.)

e services connected with double calls (CW: Call Wait and HOLD: Call Hold).

From the very first phase of UMTS (version 99 of the 3GPP specifications), it was
decided that a UMTS network should be capable of offering as a minimum the set
of bearer services, tele-services and supplementary services defined within GSM.
This constraint is of great importance, both for the users and for the operators of
GSM networks, since it will allow continuity of service to be assured during the
migration to third generation networks.

To complement the set of services common to GSM and UMTS, some services
specific to UMTS, such as Multicall, have been defined.

Transparency of the Network, as Seen by the User

As a general rule, cellular telephone operators try, as far as possible, to conceal from
users the complexity of the methods needed to provide the services offered. This
attitude has been apparent several times in the course of the development of GSM
networks. We can cite two examples of this in developments carried out by
GSM operators with the intention of increasing the call capacity of their network:
microcellular networks and dual band networks.

Microcellular networks are made up of small cells (or microcells) to complement
a large but saturated cell (macrocell). The cellular network is thus made up of two
levels of coverage, the micro level and the macro level. The operator’s strategy is
then to distribute the active mobiles judiciously among the different cells of the
micro level, in order to relieve congestion on the macrocell initially used.

In the case of dual band networks, the operator increases the density of the
network’s radio coverage by adding cells using a frequency band different to that
used generally by the network. For example, an operator using the 900 MHz band
might have recourse to cells using the 1800 MHz band, in order to improve the
radio coverage of the network.

The deployment of these two techniques for increasing the density of the network
coverage required changes to the standard and functional developments of the GSM
networks in use; as well'as'modifications to the operating parameters of the net-
works. From the user’s point of view, all these changes took place completely unob-
served (except, perhaps, for the impression of an improvement in the quality of the
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UMTS island

GSM cover

Figure 1.8 UMTS and GSM cohabiting.

service due to the increased capacity). The user passes from one layer of the network
to another (or from one frequency band to another) without even realising it.

In the case of third generation networks, national coverage will certainly not be
guaranteed at the start of the roll-out. In fact, since the GSM networks currently in
use are not yet saturated, the operators have no particular reason for rushing ahead
with the changeover to UMTS, apart from the desire to provide new services. On
the other hand, to set up national coverage requires a very substantial investment,
and the investments in the GSM network are still too recent to be written off.

For all these different reasons, the appearance of the first UMTS networks to be
brought into use will doubtless be quite similar to that shown in Figure 1.8: broad
GSM coverage completed by a few small UMTS islands placed in areas of dense
traffic. It is therefore necessary for the operators, who will be providing UMTS and
GSM services at the same time, to guarantee to their subscribers as smooth a
transition as possible at the frontiers between the second and third generation tech-
nologies. When the user moves outside the area of UMTS coverage, it is important
to avoid any sharp break of service while searching for the equivalent service in the
GSM part of the network. Conversely, when a user with a multi-mode GSM/UTMS
mobile is found to be in a zone covered by both technologies, the traffic manage-
ment strategy can mean that the operator wants the user to use the UMTS resources.
Such a traffic management policy would allow congestion on the GSM part of the
network to be relieved and avoid the risk of saturation.

Arising from this, right from the beginning of the UMTS standard, a large number
of functions intended to guarantee continuity of service between GSM and UMTS
networks have been defined,.

1.5.2 Support for Multimedia

One of the primary objectives of IMT-2000 is support for multimedia applications.

Multimedia support is the capacity simultaneously to accept (for a terminal) or
tordeliver:(for,themnetwork)sservicesrof different natures, for example, voice, video-
telephony, file transfer or Web navigation. True multimedia support must be
capable of offering a combination of several of these services simultaneously,
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Figure 1.9 Multimedia networks.

while still being able to add or remove a service without disturbing those that the
subscriber is actually using (Figure 1.9).

Multimedia support is not really a new idea in the world of cellular telephony.
The GPRS standard offers embryonic multimedia support. Under the GPRS stan-
dard, class A mobiles are, in fact, able to offer classical telephony services or circuit
mode data exchange, simultaneously with data applications in packet mode.

The objective of the third generation networks is to generalise this idea.

1.5.3 Transfer Rates Supported

The growing public demand for high performance communications has been
increasingly evident in recent years. One can see this tendency in the provision of
rapid Internet access technologies (such as cable or ADSL on fixed subscriber lines),
allowing the user to obtain higher data rates than those offered by the modems
currently available.

It is difficult to predict exactly what the flagship applications supported by the
wireless networks of the future will be. In consequence, users’ requirements in terms
of performance remain an unknown. However, it is reasonable to expect that wire-
less networks will have to face a demand for increasing performance comparable
to that experienced with fixed-line telephony.

As the successor to GSM, UMTS must offer a range of transfer rates beyond what
is offered by the second generation. It was decided that UMTS would be designed
in such a way as to guarantee the following transfer rates:

e 144 Kbps in an outdoor rural environment;
e 384 Kbps inan outdoor urban environment;
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e 2 Mbps for short distance communication inside a closed building (i.e. reduced
mobility).

Of course, the higher the performance required, the more severe the constraints
on the radio environment. This is true even for the third generation technologies.
Thus the maximum transfer rate of 2 Mbps will only be available in the best radio
transmission conditions, that is to say, for nearly stationary users close to the
broadcasting antenna of the cells in which they are located.

1.5.4 UMTS Service Classes

In order to cover the set of present and future service needs envisaged for UMTS,
four service classes have been defined, grouping services together according to their
respective constraints. The principal constraints taken into account in defining
these UMTS service classes are:

¢ information transfer delay;
e variation in information transfer delay;
e tolerance to transmission errors.

Information transfer delay is particularly important for interactive applications
with strong real-time constraints (for example, classical telephony or video-
telephony). A deterioration, even slight (a few hundred milliseconds) in the
transfer delay rapidly becomes unbearable for the user. (This is generally the case
for satellite telephone connections.) On the other hand, it has little importance for
Internet-based services (browsing, electronic commerce, etc.), for which users easily
get used to a response time of the order of a second.

Variation in information transfer delay is equally critical for applications with
real-time constraints where it is important that the gap between packets of infor-
mation at the source is faithfully restored at the receiving terminal. In the case of
classical telephony, specific constant-speed resources are allocated to the commu-
nication. As a result, the transfer delay suffers little variation. This is not the case
with telephony applications or video broadcasting on the Internet, for which it is
essential to adopt special mechanisms to compensate for the ‘jitter’ generated by
the transmission network.

Tolerance to transmission errors is an important factor for data transmission
applications. These applications (such as downloading of files, banking transactions
or electronic commerce) require that the information is faithfully transmitted by
the network. This is not the case with applications of the classical telephony type,
which can accept a much higher error rate. Human perception is actually quite
tolerant to transmission errors in telephone applications.

The four classes of service defined within the UMTS framework can be divided
into two groups:

e class A (conversational) and class B (streaming) for application with real-time
constraints;

e class C (interactive) and class D (background) for applications using data sensi-
tive to transmission errors.
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Class A: Conversational

This class includes all the bi-directional services involving two speakers, or even a
group of people. The constraints associated with this class depend essentially on
human perception. Thus, for these applications, the information transfer delays
are limited to very low values (100 to 200 ms maximum). On the other hand, the
tolerance of human perception to errors in the transmission of images or sounds
means that the network can provide an acceptable quality of service even in the
presence of transmission errors (Figure 1.10).

The services represented by class A include, among others, telephony, video-
telephony, and interactive games.

Class B: Streaming

This class includes all the services involving a user and a data server. Class B has
practically the same characteristics as class A, apart from a few differences:

e Applications are asymmetric, most of the data being transferred from the
network to the mobile.

o Acceptable information transfer delays are larger. The absence of interaction
between the user and the source allows this constraint, characteristic of class A
applications, to be relaxed.

The information transfer delay can be long (in comparison with class A services)
without the quality of service perceived by the user being affected, provided that
the variation in this time remains limited (Figure 1.11).

The services represented by class B include, among others, video-on-demand,
radio broadcasting, and image transfer applications.

Voice telephony
videophones

Figure 1.10 Class A.

Speech, server |
pictures, video L/

Figure 1.11 Class B.
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Class C: Interactive

This class includes all the services in which a user sustains an interactive dialogue
with an application server or a data server. Unlike classes A and B, class C does not
require special real-time performance (except that the response to a user’s request
must still arrive within an acceptable time). On the other hand, it is essential for
this type of application that the information transmitted does not suffer any alter-
ation (Figure 1.12).

Services represented by class C include, among others, Internet browsing,
file transfer using FTP, transfer of electronic messages, and all types of electronic
commerce.

Class D: Background

The characteristics of class D are quite close to those of class C. The difference is
that the information transmitted has lower priority than that of class C (Figure 1.13).

Class D applications include, amongst others, fax transfer, notification of elec-
tronic messages, and transmission of short text messages (SMS: Short Message
Service).

Conclusion
Figure 1.14 shows the four service classes in terms of their respective characteristics.

The purpose of these service classes is to allow the UMTS network (in particu-
lar, the wireless part of the transmission path) to allocate resources and to protect

Command
server

Response

Figure 1.12 Class C.

Data
server

Data

Figure 1.13 Class D.
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Figure 1.14 The service classes.

the data transmitted in a way appropriate to the service requested by the user. This
is particularly important in the UMTS framework, where the UTRAN (the UMTS
access network) has increased flexibility in comparison with second generation
networks such as GSM.

As we will see later, the access network behaves like a service provider to the core
network. Radio resources are allocated in accordance with the parameters of the
requests made by the core network. The service class is one of the parameters.

1.6 Frequencies Allocated to the Third Generation

Following a study of future needs, the ITU decided, in 1992, to reserve 230 MHz of
spectrum for IMT-2000, divided into two bands:

e 1885-2025 MHz for the first band;
e 2110-2200 MHz for the second band.

It also decided to reserve 150 MHz of spectrum, again divided into two bands,
for satellite communication systems (MSS: Mobile Satellite Service).

The way the 230 MHz allocated to IMT-2000 were to be used was not specified
by the ITU, leaving open the possibility of technologies using paired spectra or
not.

At the ITU’s World Radio Conference in June 2000, it was agreed that, in addi-
tion to the 230 MHz reserved initially, of the order of a further 160 MHz would be
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required by 2010. The conference identified three frequency bands that offered the
greatest potential for meeting the predicted demand in a globally harmonised
manner:

e 806-960 MHz;
e 1710-1885 MHz;
e 2500-2690 MHz.

Radio communication technologies using paired spectra are said to be of type
FDD (Frequency Division Duplex). Uplink communication, that is from the mobile
to the network, uses one band of frequencies, while downlink communication, from
the network to the mobile, uses a different and disjoint band. The difference
between the two bands is called the duplex gap. The GSM system uses this method
of communication.

When, in contrast, a single frequency band is used, the uplink and downlink
directions are multiplexed in time. We then speak of the TDD (Time Division
Duplex) mode. This type of technology is used, for example, by DECT systems.

Figure 1.15 shows how the frequencies used today by certain second generation
cellular communication systems are positioned within the frequency band initially
allocated to IMT-2000:

e DECT;
e D(CS1800 (GSM technology used in the 1800 MHz);
e PCS1900 (GSM technology used in North America in the 1900 MHz);
e PHS (Personal Handyphone System, used in Japan).
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Figure 1.15 The spectrum reserved for IMT-2000.
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The figure also shows the frequencies used by UMTS in the IMT-2000 spectrum.
The UMTS frequencies are divided between the TDD and FDD technologies defined
for the UTRAN, the UMTS access network. Two slots have been reserved for TDD,
giving 35 MHz of bandwidth. FDD occupies 120 MHz of paired spectrum, i.e. 60
MHz for upward transmission (FDD-UL) and 60 MHz for downward transmission
(FDD-DL).

It is apparent from this schema that the spectrum reserved for IMT-2000 usage
is inevitably not accessible in all countries, because of the second generation tech-
nologies already in use. Because of this, the UMTS standard includes the possibil-
ity of using the radio resources in either TDD or FDD mode, in the hope of offering
the maximum flexibility in the use of the resources of the spectrum.

1.7 Which Services Will UMTS Offer?

In view 2of the substantial sums that will be invested in setting up UMTS networks
and bringing them into use, it is reasonable to wonder about the prospects for the
services that the third generation networks will offer and for the revenues that they
will generate. Figure 1.16 shows the results of a study on this subject published in
the UMTS Forum.

It appears that classical telephony will continue to contribute a large proportion
(more than 25%) of the income from cellular telephony in 2010. In contrast to clas-
sical telephony, third generation networks will derive a comparatively small pro-
portion (6%) of traffic from advanced telephony services such as video-telephony
or multimedia conferencing.
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Figure 1.16 Forecasts of global revenue from 3G services (source: UMTS Forum).
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In parallel with telephony services, we can see a clear increase in the proportion
of the revenue linked to data services, especially:

o multimedia messaging, an extension of the GSM short message service, includ-
ing one or more images, audio clips, video clips or animations;

o public Internet access through the services of an access provider or access to
professional business networks;

e information services in the form, for example, of information portals or content
servers, possibly personalisable by the user.

Almost completely absent from second generation networks in 2001 (the short
message service apart), data applications will represent more than 60% of the
income from third generation cellular telephony by 2010.



Review of Second Generation
(GSM) Systems

2.1 Origins of UMTS

In the previous chapter, we saw that two large families had finally emerged from
the set of proposals for the terrestrial access network submitted to IMT-2000: UMTS
and CDMA2000, developed respectively by 3GPP and 3GPP2.

We also observed that these two technologies were developed in such a way as
to maintain a certain continuity with the second generation networks currently
in service. Thus, the UMTS standard inherited some concepts and architectural
elements from the GSM standard, some elements of the GSM standard having
being taken across without change while others were to a greater or lesser extent
modified or improved.

In this chapter we will review some of the GSM concepts in order to understand
better the contribution made by UMTS and to allow it to be seen in the context of
GSM.

2.2 GSM Services

The first objective of the GSM standard was above all the provision of a telephone
service, of a service for sending and receiving short messages (the SMS: Short
Message Services), and of low speed, circuit-switched data transmission services (up
to 9.6 Kbps). The standard later evolved to include higher performance data trans-
mission services, both circuit switched (HSCSD: High Speed Circuit Switched Data)
and packet switched (GPRS: General Packet Radio Service). These new techniques
introduced into the GSM standard theoretically allow a user to benefit from data
rates up to 171 Kbps (Figure 2.1).

The latest development of GSM (EDGE: Enhanced Data Rates for GSM Evolution)
should even offer speeds up to a theoretical maximum of 345.6 Kbps in the most
favourable cases (i.e. for a user using the full capacity of a GSM carrier, moving
about slowly, in good radio propagation conditions).

2.2.1 High Speed Circuit Switched Data

HSCSDis an improvement to the circuit-switched data services of phase 2 of the GSM
standard, intended to offer higher user performance than the 9.6 Kbps base service.

21
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Figure 2.1 Development of GSM services.

In GSM, each carrier is divided into eight time intervals or time slots represent-
ing that many elementary resources. Each of these elementary resources can offer
a maximum user performance of 14.4 Kbps, thanks to the use of special channel
coding. Traditionally, each terminal uses just one of these elementary resources in
the case of a classical telephone call or low speed data transfer. HSCSD allows up
to eight of these resources to be combined for a given transmission, which allows
a theoretical maximum of 8 x 14.4 Kbps, that is 115.2 Kbps to be attained.

In the case of data services in non-transparent mode, moreover, it is possible to
vary the number of elementary resources used in the course of the transmission.
This point is crucial in a cell change, in the course of which it is sometimes
difficult to guarantee that the new cell will be able to offer the same number of
elementary resources as the old one.

Unfortunately, this process of increasing or decreasing the number of elemen-
tary resources used is, in fact, quite slow and unresponsive, because it is based on
the traditional GSM mechanisms for allocating and releasing resources. This feature
makes HSCSD not very suitable for a number of today’s Internet applications, which
have fairly low mean data rates but require very high peak performance.

2.2.2 General Packet Radio Service

GPRS provides ageneralwayof ameliorating the inefficiency of the allocation mech-
anisms for fixed capacity circuits imposed by HSCSD and the GSM data services,
for example, for Internet-based applications.
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The basic principle of GPRS is to share a certain number of the elementary
resources of a cell among several users, by means of ‘on-demand’ allocation mech-
anisms, which are faster than the conventional mechanisms of the GSM standard.
We can thus expect GPRS to give a more efficient utilisation of radio resources for
packet-switched applications by avoiding allocating fixed resources to each user.

Like HSCSD, GPRS can allocate to a user, at any given instant, eight time slots
on a GSM carrier, which allows it to achieve a peak rate of 8 x 21.4 Kbps, i.e. 171.2
Kbps, by using a channel coding method defined specifically for this service
(CS-4).

2.2.3 Enhanced Data Rates for GSM Evolution

EDGE is an enhancement of GSM systems offering increased user data rates, thanks
to a new modulation technique and new channel coding algorithms on the radio
interface. The EDGE standard offers data rates up to 43.2 Kbps per GSM time slot.

2.2.4 Limits of GSM

These major contributions to the GSM standard, which can reasonably be expected
to be the last, lie on the frontier between the technology of the present second gen-
eration networks and the future networks of the third generation. For this reason,
we talk of 2.5G services.

Because the architecture of GSM systems was defined at the end of the 1980s,
some significant compromises were necessary in order to maintain a certain com-
patibility with the networks then in use. In consequence, there are some serious
limitations in the effective level of service provided to the user.

It might be thought that 2.5G services would be capable of competing with third
generation networks so far as the services supported are concerned. It must,
however, be understood that the maximum data rates indicated above are very the-
oretical. Amongst other things, they assume the use of a mobile device that is
capable of using the eight time slots of a GSM carrier, which poses serious techni-
cal problems and is certainly not conceivable within reasonable limits of cost and
bulk. Further, despite the relatively high rates offered in packet mode, GPRS offers
no guarantee of real-time service, because of limitations connected with the GSM
architecture. (This point is addressed in more detail in Chapter 8.)

It must, however, be recognised that the new services provided by GPRS represent
a substantial break with the phase 1 and phase 2 GSM services, thereby constituting
a first stage towards the third generation networks.

2.3 The Subscriber and the GSM Terminal

Inythisisectionywepresentrasnumbersof concepts relating to the subscriber and the
GSM terminal. For the most part, these concepts have been retained in the UMTS
standard.
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Figure 2.2 The terminal and the SIM card.
2.3.1 The Subscriber and the SIM Card

In GSM, as in many other second generation cellular systems, information about
the identity of the subscriber is separated from the terminal equipment. This data
is held on a smart card called a SIM (Subscriber Identification Module) card, which
can be inserted into any piece of GSM equipment (Figure 2.2).

This system offers the subscriber the advantage of being able to change terminal
equipment in a very flexible and completely autonomous way. Given the techno-
logical progress made by the manufacturers of mobiles, resulting in ever higher
performance terminals being put on the market, the attractiveness of such a system
is quickly apparent.

The primary function of the SIM card is to identify and authenticate the sub-
scriber to the network. This requires certain data (such as the subscriber’s authen-
tication key or the IMSI, described below), which are by definition not modifiable
and are recorded in a read-only way in the SIM card.

The SIM card also contains:

e temporary information that is more or less regularly modified by the network
during the life of the SIM card, for example, the TMSI (Temporary Mobile Station
Identity), or the current location area;

e information connected with the services to which the user subscribes.

The terminology used in the GSM standards distinguishes between terminals
equipped with a SIM card and those without. When a SIM card is loaded into the
terminal, it is referred to as a mobile station. The network is in a position to provide
the service requested by the subscriber to the extent specified by the information
stored in the SIM card.

When there is no SIM card in the terminal, it is referred to as mobile equipment.
In this case, the only service request that the network can accept from the user of
the equipment is an emergency call.

2.3.2 Subscriber Identification

The GSM subscriber is known to the network by a unique number called the
International Mobile Station Identity (IMSI) (Figure 2.3).
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Figure 2.3 Structure of the IMSI.

The IMSI is made up of three parts:

e the Mobile Country Code (MCC), identifying the subscriber’s home country;

o the Mobile Network Code (MNC), identifying the network operator (for example,
Orange or Vodaphone);

o the Mobile Station Identification Number (MSIN) is the network operator’s
number for the subscriber.

To counter any attempt at fraud, the IMSI must remain secret so far as possible.
This confidentiality is assured by a temporary identification mechanism intended
to replace the IMSI during the call set-up procedure. Two types of temporary iden-
tifiers exist: the Temporary Mobile Station Identifier (TMSI), for the circuit-switched
GSM services, and the Packet TMSI (P-TMSI), for the GPRS. The temporary iden-
tity is assigned by the network when the subscriber registers with the network,
i.e. when the mobile is powered up. To strengthen this protection, a new TMSI or
P-TMSI is allocated by the network either on a regular basis or when the mobile’s
location area is changed.

The mapping between the IMSI and the temporary identities allocated to the
mobile is carried out by the MSC-VLR (see Section 2.4.1 below) for the circuit-
switched GSM services and by the SGSN in the case of GPRS.

2.3.3 GSM Terminals
Terminal Identification
In the GSM standard, all terminals are identified by a unique number, in principle

unfalsifiable, called the International Mobile station Equipment Identity (IMEI)
(Figure 2.4).

TAC FAC SNR
From 0 to 999999 From 0 to 99 From 0 to 999
IMEI

Figure 2.4 Structure of the IMEI.
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The IMEI is made up of the following elements:

o the Type Approval Code (TAC);
o the Final Assembly Code (FAC, the assembly plant code);
o the Serial Number (SNR, serial number of the piece of equipment).

The value of the FAC and SNR fields is under the control of the manufacturer.

The IMEI is used optionally by GSM operators to fight thefts of terminals or to
prevent terminals that behave in an incorrect manner or do not conform to the
specifications from accessing the network. To this end, the operator maintains a
database of ‘forbidden’ terminals, stored in a network node called the Equipment
Identity Register (EIR). When the mobile establishes a connection with the network,
for example, for the initial registration following power up or for setting up a call,
the network can ask the terminal for its IMEIL, and can as a consequence refuse
access to a mobile identified in the EIR as suspect or stolen.

Terminal Classes

The GSM standard offers a large number of implementation options to the manu-
facturers of mobiles. The different options can be classified into two major groups:

e options connected with the hardware;
e options for the implementation of the different GSM services.

It is important that the network knows about certain of these options in order to
avoid, for example, sending a text message to a mobile that is not capable of han-
dling it. The list of terminal options communicated to the network is called the class
mark. This information is sent by the mobile at various times, for example, when
setting up a call or at the explicit request of the network.

Among the terminal options connected with the hardware are the following:

e the terminal’s power classification, i.e. its maximum transmission power;
o the frequency bands supported: GSM, extended GSM, DCS1800, etc;

e multi-slot capacity, i.e. whether it can use several consecutive time slots, either
in the uplink or downlink direction;

o support for EDGE modulation.
Options connected with the implementation of services include:

e encryption algorithms supported;

the capacity to receive text messages;
support for HSCSD;
the class of GPRS service supported (A, B or C).

This last option is important because it constitutes a sort of gateway between GSM
and UMTS at the service level.

GPRS defines three classes of service for the terminal, class A being the most
complete. A terminal in class A in fact offers its user the possibility of being active
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simultaneously in GSM circuit-switched mode and in GPRS, i.e. the user can
exchange data in GSM circuit-switched mode and in GPRS at the same time from
a single terminal. One can thus imagine that future owners of a class A terminal
will have the possibility, for example, of holding a telephone conversation at the
same time as surfing the Internet or downloading information.

This class of services constitutes the embryo of the multimedia service that will
be more extensively developed within the framework of UMTS.

2.4 GSM Network
2.4.1 Network Architecture

In very general terms, the GSM network is divided into two parts: the core network
and the access network (Figure 2.5). In GSM terminology, the terms BSS (Base
station Sub-System) and NSS (Network Sub-System) are more commonly used to
describe these two parts of the network.

Access Network

The access network is that part of the whole network that manages the interface
and the resources allocated on the radio interface. It also has an important role in
managing the mobility of the user. Because the radio coverage is made up of cells
of varying size (from a few tens of metres to a few tens of kilometres), the access
network must be capable of passing the user from one cell to another during the
course of a call. This is the handover function.

Core Network

The core network is the part of the network that manages the subscribers as a whole
and the services provided to them, such as tele-services and supplementary
services. The core network is responsible for call set-up and looks after the links
between the GSM network and external networks.

Call set-up
Management of supplementary services

V.

K

X

Management of radio resources BSS Request for resources NSS
Management of handover

Figure 2.5 Overview of GSM network.
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The access network also tries to make the radio technology used for access trans-
parent to the core network. Ideally, the access network will behave towards the core
network like a service provider, providing transmission channels in response to its
requests. As we will see later, however, this principle of independence between the
two sub-systems of the GSM network has not been completely respected.

Figure 2.6 presents a more detailed view of the architecture of the GSM network
and of the internal and external interfaces. The network nodes in this diagram are
in fact functional blocks that are not necessarily independent from a physical point
of view. Indeed, it is completely possible to envisage a GSM network architecture
complying with the standard in which, for example, the MSC and the VLR would
be a single physical piece of equipment, or a BSC and a BTS that would be co-located
in the same physical piece of equipment.

This figure includes both the network elements for circuit switching services
(telephony, circuit-switched data transmission) and those for packet switching,
used, for example, for applications accessible over the Internet.

The purely GPRS part of the core network (the SGSN and the CGSN) is made up
of elements completely distinct from those used for the circuit-switching part. The
only functions common to the two parts are the HLR, EIR and AuC functions.

Because GPRS was introduced late into the GSM standard, separating the circuit-
switched applications from the packet-switched ones in the core network gives the
network operators a certain flexibility during the migration to GPRS. The impact
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Figure 2.6’ The GSM network.
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of the deployment of GPRS on the equipment already in place is limited and does
not therefore cause a break in the service offered to network users.

This separation of functions poses some problems, however. The proliferation of
equipment makes the network operator’s job of managing the network more
complex. The duplication of certain functions in the core network (management of
mobility, for example) also complicates the network configuration.

There exists a certain symmetry between the circuit-switching elements and the
packet-switching elements of the GSM core network:

e The GMSC and CGSN each play a bridging role towards external networks (the
Internet for CGSN, the Public Switched Telephone Network for the GMSC).

e The MSC/VLR and the SGSN each maintain information on the location of the
subscriber, in circuit-switched and packet-switched modes respectively.

2.4.2 Constituents of the GSM Core Network

This section gives a quick description of the roles and functions of the constituents
of the core GSM network. The implementation of the functions of the different
nodes of the network is addressed in a more concrete way in Chapters 7 and 8.

Mobile Services Switching Centre (MSC) and Gateway MSC (GMSC)

The MSC is a data and signalling switch. It is responsible for managing the setting-
up of calls with the mobile.

The GMSC is a special MSC that acts as a gateway between the GSM network and
the PSTN (Public Switched Telephone Network). When someone wishes to reach a
GSM subscriber starting from a point outside the GSM network (this is referred to
as an incoming call), the call passes through the GMSC, which interrogates the HLR
(see below) before routing the call to the MSC to which the subscriber is attached.

Home Location Register (HLR)

The HLR is the database containing information about the subscribers managed by
the operator. For each subscriber, the HLR maintains the following information:

e account information (data services or not, registered for supplementary services,
maximum data rate authorised, etc.);
e the identity of the mobile, i.e. the IMSI;

e the subscriber’s calling number, or Mobile Station International ISDN Number
(MSISDN).

The HLR also records the number of the VLR on which the subscriber is registered,
in order to be able to reach the subscriber easily in the event of a call intended for him.

Visitor Location Register (VLR)

The VLR is a database attached to one or more MSCs. It is used to record the
subscribers who are in a given geographical area called the Location Area (LA).
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When the mobile moves and detects a change of location area, it must signal this
change to the VLR. The network needs this update in order to be able to reach the
mobile in the case of an incoming call.

The VLR holds much the same information as the HLR but, in addition, it keeps
the following information for each subscriber:

o the temporary identity (TMSI) of the mobile, used to limit fraud linked to call
interception and fraudulent use of the IMSI;

o the current location area of the subscriber.

In most networks, the MSC and the VLR are one and the same piece of equipment.

Authentication Centre (AuC)

The AuC is a network component that allows the network to carry out certain GSM
security functions:

e authentication of the subscriber’s IMSI;
e encryption of the call.

These two security functions are activated at the start of the call set-up with the
subscriber. If either of these procedures fails, the call is rejected.

The AuC is coupled to the HLR and contains, for each subscriber, an identifica-
tion key that allows it to carry out the authentication and encryption functions.

Equipment Identity Register (EIR)

The EIR is an optional component in GSM networks, intended to combat the theft
of mobile terminals. The EIR is in fact a database containing a list, called the black
list, of mobiles that are not allowed to access the network.

During call set-up, the network asks the terminal for its identity, i.e. its IMEL If
the IMEI returned by the terminal appears in the list of forbidden mobiles, the call
cannot be established.

Of course, to be totally effective, this function requires that all subscribers who
lose their terminals tell their operator of the loss or theft of the equipment. Equally,
it is necessary for operators to update the database of their EIRs and to activate the
identification procedures in their networks.

Interworking function (IWF)

The IWF serves as a gateway between the GSM network and the data networks
(ISDN, PSDN, PDN). It converts between the data protocols used in the GSM
network and those used in the data networks. IWF supports the Radio Link Protocol
(RLP) used in GSM networks for the end-to-end transport of data in non-
transparent mode.

Serving GPRS Support Node (SGSN)

The SGSN plays the same role vis-a-vis the GPRS part of the network as the
VLR does for the circuit-switched part, i.e! it maintains a record of the subscriber’s
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location, in the form of a routing area (RA), the RA being the GPRS equivalent of
the location area. Like the VLR, the SGSN allocates a temporary identity to the
mobile device, the Packet-TMSI (P-TMSI).

Gateway GPRS Support Node (GGSN)

The GGSN performs the same function for the GPRS part of the network as does
the GMSC for the circuit-switched part, acting as a gateway to the external packet-
switched networks (the Internet, private intranets, etc.).

2.4.3 Components of the GSM Access Network

The GSM access network consists of only two types of equipment: base station
controllers (BSC) and base transceiver stations (BTS).

Base Station Controllers

A BSC is a piece of equipment capable of looking after one or more BTSs. The main
functions of the BSC are the following:

e call routing between the BTS and the MSC;

e allocation of resources used on the radio interface. This function includes the
initial allocation as well as control of the radio resources during the handover
procedure;

e control of the BTS (start-up, supervision, activation of radio resources used by
the call).

Base Transceiver Stations

The BTSs are the radio transmission equipment of the GSM network. They carry
out various operations, including:

¢ coding and decoding of data transmitted over the radio interface;
e modulation and demodulation.

2.4.4 GSM Network Interfaces

In this section we briefly describe the different interfaces of the GSM network as
well as their main functions (Table 2.1). A certain number of these interfaces have
been standardised by ETS], allowing operators to call on different suppliers for the
components of their networks.

The following are the principal standardised GSM interfaces:

o the radio interface;

e thesinterfacessbetweensthe-accesssnetwork and the core GSM circuit-switched
network and packet-switched networks;

o the MAP-E and Gn interfaces.
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Table 2.1 GSM network interfaces.

Interface  Equipment Main function

B MSC-VLR Exchange of user information and update of location area.
This interface is not standardised because the functions of the MSC and the VLR are often
combined in a single piece of equipment.

C GMSC-HLR Interrogation of the HLR in order to reach a mobile subscriber.

D VLR-HLR The VLR tells the HLR where the mobile is. The HLR gives the VLR information about the
subscriber.

E MSC-MSC Handover management.

E MSC-GMSC SMS transport.

F MSC-EIR Verification of terminal identity.

G VLR-VLR Managing changes of location area.

H HLR-AuC Exchange of information necessary for encryption and authentication. This interface is not
standardised.

Gb SGSN-BSS Transport of GPRS data between the core network and the access network.

Gc GGSN-HLR Exchange of information about the subscriber.

of SGSN-EIR Verification of terminal identity.

Gn SGSN-SGSN Management of GPRS mobility.

Gi GGSN-PDN Transport of GPRS data between the core network and the access network.

Gp SGSN-GGSN Management of GPRS mobility between operators.

Gr SGSN-HLR The SGSN tells the HLR the location of the mobile. The HLR provides the SGSN with
information about the subscriber.

Gs SGSN-MSC/VLR  Exchange of information about the location of the mobile, between the circuit-switched
and packet-switched domains.

A-DTAP MSC-BSC Call set-up and close-down.

A-BSSMAP  MSC-BSC Resource allocation and handover management.

Abis-0&M  BSC-BTS Supervision of the BTS. This interface is not standardised.

Abis-RSL BSC-BTS Activation and de-activation of radio resources. This interface is not standardised.

Um BTS-Mobile Radio interface.

The Abis interface to the access network is not standardised, forcing the operator
to use BSC and BTS equipment from the same manufacturer. On the other hand,
thanks to the compatibility of the A and Gb interfaces, an operator can construct
a network made up of BSSs (BSC + BTS) from different manufacturers. Figure 2.7
shows the possible combinations.

BSC
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Figure 2.7 Supplier combinations in the GSM network.
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2.4.5 GSM Radio Interface Protocols

This section gives a general view of the GSM network signalling protocols (Figure
2.8). These protocol layers do not completely conform to the layers of the OSI
seven-layer model. One can, however, detect a certain equivalence for the low-level
layers:

o level 1, or the physical layer;
o level 2, or the data link layer;
e level 3, or the network layer.

Level 1, based on GMSK modulation (or 8-PSK for EDGE), is a mixed TDMA/FDMA
access mode (see Chapter 5). The specific GSM standard for level 1 of the radio
interface is not covered in detail in this book.

The purpose of level 2 is to provide reliable data transmission between two pieces
of network equipment (i.e. for the radio interface, between the mobile and the
network).

The level 2 protocol layers defined in the GSM standard for the circuit-switched
and packet-switched parts are radically different. In the case of circuit-switched
GSM, level 2 is based on the LAPDm protocol, which is itself a version of the LAPD
protocol adapted to the radio interface. This adaptation, specific to the GSM stan-
dard, has not been retained in the UMTS standard and for this reason will not be
considered further in this book.

The GPRS level 2 is much more complex than the LAPDm used in circuit-
switched mode, because it offers the possibility of sharing one or more GSM radio
resources (i.e. one or more time slots of a single TDMA GSM carrier) among several

Level 3 Level 3
GPRS GSM Circuit
SM CcC SM cC
GMM MM GMM MM
RR RR
Level 2 Level 2
GPRS GSM Circuit
LLC LAPDm LLC LAPDm
LLC || [Lapom LLC || [Larom
MAC MAC
Level 1
L1 | { L ]
Mobile Network

Figure 2.8 General view of the GSM protocols.
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data flows originating from one or more users. Level 2 of GPRS is made up of three
sub-layers: LLC, RLC and MAC.

The LLC (Logical Link Control) sub-layer provides a secured data transport
service between the mobile and the SGSN. It also allows for the possibility of
encrypting the data transmitted.

The main function of the RLC (Radio Link Control) sub-layer is to segment the
data packets received from the LLC layer so as to obtain data blocks of a size com-
patible with the GSM physical radio interface. Conversely, the RLC is also respon-
sible for reassembling the blocks of data received from the physical interface and
destined for the LLC layer.

The purpose of the MAC (Medium Access Control) sub-layer is to multiplex the
different data flows, coming from different calls, on to the physical resources that
the GPRS can use, taking account of the relative priorities of these flows. Since the
capacity of the shared physical resource may sometimes be less than the sum of
the data flows to be multiplexed, the MAC has an arbitration function allowing
priority calls to be treated ahead of others in case of traffic congestion.

The level 2 layers for the circuit-switched part and GPRS are thus significantly
different. In contrast, the UTMS access network (the UTRAN) offers a unified
picture of the radio protocols for circuit-switched and packet-switched applications.
As we will see later, this picture is very close to the GPRS level 2.

Level 3 contains protocols for managing mobility and call set-up. Like level 2,
level 3 is made up of a number of sub-layers that are different in the circuit-switched
and packet-switched cases.

The RR (Radio Resource) protocol is the first of the sub-layers. This protocol is
specific to the GSM circuit-switched mode. It is mainly used to manage radio inter-
face resources allocated to the mobile. The RR protocol therefore contains all the
procedures associated with the allocation and de-allocation of radio resources, as
well as the procedures connected with handover.

Level 3 also contains two protocol sub-layers that are transparent to the access
network: Mobility Management (MM) and Connection/Session Management
(CM/SM).

The MM sub-layer has two main functions:

¢ to handle the mobility of the GSM terminal in idle mode, i.e. to take account of
the procedures for changing the location area initiated by the terminal;

e to provide the security-related functions, including subscriber authentication,
encryption of the call, and terminal identification (IMEI).

Because the functions of the MM sub-layer as defined for circuit-switched and
packet-switched modes are different, two protocols have been defined:

e MM, used in circuit-switched mode;
e GMM (GPRS Mobility Management), used in packet-switched mode.

The connection management and session management sub-layers are used for man-
aging the call proper.

The CM sub-layer contains all the functions of call set-up and close-down in
circuit-switched mode, plus a certain number of other functions, such as the
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management of supplementary services (activation, de-activation, interrogation) or
the sending and receiving of short messages.

In contrast to the CM sub-layer, the SM sub-layer used with GPRS does not
provide a service in connected mode. Rather, it contains the activation and de-
activation functions of the PDP (Packet Data Protocol), used as a preliminary to
every exchange of data in packet-switched mode.

2.5 Call Management
2.5.1 Calls in Circuit-switched Mode

The circuit-switched part of the GSM core network uses a signalling protocol
specific to GSM, called the Mobile Application Part (MAP), based on the transport
layers inherited from the SS7 (Signalling System 7) fixed telephony networks: MTP,
SCCP and TCAP (Figure 2.9).

The Message Transfer Part (MTP) is a protocol layer that provides higher layers
with a reliable service for the transmission of signalling messages.

The Signalling Connection Control Part (SCCP) allows for the exchange of
signalling information at international level or between two different networks,
using a global addressing system.

The Transaction Capability Application Part (TCAP) is a protocol for handling
transactions between two nodes of the network, independently of the user layer
(MAP in the case of GSM).

2.5.2 Special Treatment for Speech

The coding of speech is an important element of cellular telephone services. In fixed
telephone networks, the speech is digitised, encoded according to one or other of
the two rules used on the public networks (the A and p laws) and transmitted
by 64 Kbps circuits. This data rate results from sampling the speech at 8 kHz
and coding the samples on to 8 bits. In order to reduce the data rate on the radio
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Figure 2.9 The |ayered architecture of circuit-switched GSM.
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Figure 2.10 Speech transcoding.

interface, a speech-coding function is integrated into GSM terminals and networks.
This function allows the data rate for speech to be reduced from 64 Kbps to 13 Kbps
(for a coder operating at full speed), while maintaining an acceptable sound quality.
Many speech-coding algorithms depend on the principle that successive speech
samples are not independent but are correlated; these algorithms reduce the size
of the sound packets very effectively (Figure 2.10).

The GSM standard insists that the speech-coding function is situated in the BSS but
without stating exactly where, thus giving the network constructor a certain flexibil-
ity. It is thus possible to place the coder in the BTS, just in front of the radio interface,
or between the BSC and the MSC. The latter is the solution more usually adopted
because it allows substantial economies in the transmission to be achieved, speech
then being carried on circuits at 16 Kbps in the access network rather than 64 Kbps.

2.5.3 Packet-switched Calls

Unlike calls in circuit-switched mode, the GPRS part of the core network does not
use connected (end-to-end) mode transport protocols. GPRS calls in fact use two
‘tunnels’ (Figure 2.11):

e the first tunnel is used to transfer user data from the terminal to the SGSN;

e the second tunnel serves to transfer the user data from the SGSN to the GGSN,
the point of access to the IP network. This tunnel uses the GTP (GPRS Tunnelling
Protocol), based on UDP (or TCP) transport over IP. A slightly modified version
of GTP has been adopted in the UMTS standard.

The use of the term ‘tunnel’ results from the fact that the data transmitted are encap-
sulated in a specific protocol (GTP between the SGSN and the GGSN, and SNDCP
between the mobile and the SGSN) in order to be transported from one node to
another.

From this point of view, the SGSN and GGSN in GPRS play a similar role to the
foreign agent and home agent defined in the Mobile IP framework, i.e. a mecha-
nism developed to provide users with mobility between different Internet or LAN
sub-networks.

The GGSN (or home agent) corresponds to the user’s reference network; the
SGSN (or foreign agent) corresponds to the network visited. When a subscriber
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Figure 2.11 Data transmission in GPRS.

to the fixed network sends a packet to a mobile GPRS subscriber, it is routed to
the GGSN. Depending on the location of the mobile subscriber, the GGSN will
encapsulate this packet in order to route it to the current SGSN of the mobile.

The encapsulation in fact allows the routing of information packets as seen by
the two terminals (the routing addresses are the IP addresses of each terminal) to
be dissociated from the secondary routing made necessary by the mobility of the
user (the secondary routing addresses are the IP addresses of the SGSN and GGSN).

The GTP encapsulation protocol sits on top of a transport mechanism of the
TCP/IP or UDP/IP type, levels 1 and 2 not being defined by the standard (they might,
for example, be frame relay) (Figure 2.12).
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Figure 2.12 . GPRS user plane protocols (source: 23.060).
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When we come to describe the UTRAN radio interface, we will see that the LLC
sub-layer (error detection, re-transmission and acknowledgement of frames,
encryption) and the SNDCP sub-layer (which implements the radio encapsula-
tion and also compression of the IP header), although specific to GPRS, have their
functional equivalents in UMTS.

2.6 Management of Mobility in a GSM Network

This section presents some basic concepts regarding the handling of terminal
mobility within a GSM network. The mechanisms employed are significantly
different depending on the nature (circuit-switched or GPRS) of the service used.
As we will see in Chapter 8, the functions and concepts of mobility in the core
UMTS network are almost identical to those defined in the GSM standard. As
far as the handling of mobility in the access network is concerned, however, new
concepts, allowing much more flexibility, have been introduced in UMTS.

2.6.1 Mobile in Idle Mode

When the mobile is in idle mode, i.e. powered up but not engaged in a call, it must
choose one, and only one, reference cell. This reference cell is the cell best placed
to deliver a service to the subscriber when needed (set up a telephone call, send or
receive a text message, etc.).

The characteristics of idle mode in circuit-switched GSM and GPRS are quite
similar:

e the mobile is powered up and registered with the network;

e the mobile is inactive, but is in a position to initiate or receive a call, or a packet
transfer in the case of GPRS, coming from the network.

In the course of time, if the mobile moves around, it may happen that a change of
reference cell becomes necessary. This change is carried out by the mobile
autonomously, in a manner determined by parameters furnished by the network
and the radio reception criteria broadcast by the cells of the network.

In the case of circuit-switched GSM, cell changes in idle mode are not signalled
to the network. Instead, every change of location area must be communicated to
the network through a procedure called location update. This information is held
by the MSC/VLR (Figure 2.13).

A location area is a group, larger or smaller, of adjacent cells. The value of these
location areas is that they allow a call to a mobile in the area to be set up quickly.

When the network wants to set up communication with a mobile in idle mode,
a paging message is broadcast on a special radio channel called the Paging Channel
(PCH). If the network had no information regarding the position of the mobile with
respect to the radio coverage, it would be necessary to send the paging message to
all the cells in the network, which would put a very substantial load on the inter-
facesrand-components:of the:GSMmetwork. Thanks to the use of location areas, the
network knows the position of the mobile with some precision, which allows it to
send the paging message only to a small subset of the cells in the network.
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Figure 2.13 Cellular cover.

Unfortunately, this mechanism is not totally satisfactory, for the right compro-
mise on the size of the location areas is difficult to find in zones of high density.
Defining small location areas allows the mobile’s position to be known with greater
precision and thus reduces the loading on the PCH channels. The disadvantage
of doing this is that the number of location updates that have to be handled is
increased.

From another point of view, it is difficult to work with very large location areas
because of the very low channel capacity of the radio PCH.

As we will see in Section 4.4.1, the URA concept (UTRAN Registration Area) has
been introduced in the UMTS standard in order to alleviate these difficulties
encountered by the GSM operators.

So far as the GPRS part of the network is concerned, the principles are very
similar. The GPRS equivalent of the location area is the Routing Area (RA), the
SGSN taking over the role of the MSC/VLR in handling mobility (Figure 2.14). There

Location area update Routing area update
\'\ /V

. L 1 ur i J and location areas.
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is no a priori connection between the location areas and the routing areas, except
for the fact that the GSM standard does not allow an LA to straddle two RAs or
vice versa.

2.6.2 Mobile in Active Mode

In contrast to idle mode, active mode corresponds to a phase during which the
mobile exchanges user data with the network, whether it be transmitting or receiv-
ing. Active mode thus corresponds to a telephone call, data transmission in circuit
mode, or an exchange of packets in the case of GPRS.

When the mobile is an active mode, a change of cell can still be necessary. In the
case of circuit-switched GSM, terminal mobility is completely controlled by
the network, depending on parameters chosen by the operator and the effective
radio range of the mobile and the network transmission equipment (the BTS)
(Figure 2.15).

On the other hand, the GSM standard defines an anchor point in the network
that is, by definition, unchanged throughout the duration of the call.

In the case of GPRS, it is possible to handle the mobility of the terminal in either
of two modes: either by the network, in a way analogous to the way it is handled
in circuit-switched mode, or by the terminal, as in idle mode. The choice of which
mechanism to use is left to the judgment of the network (Figure 2.16).

Intuitively, one can easily imagine that, in the case of a very irregular data trans-
fer with low quality of service requirements, the network will prefer mobility to be
handled by the terminal itself, in accordance with parameters provided by the
network. In this case, the term ‘cell reselection’ is used.

before : IMSI corresponds to LA 1
after : IMSI corresponds to LA 2

before l after

(IMSI)

Figure 2.15; Mobility in GSM circuit-switched mode.
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Figure 2.16 Mobility in GPRS mode.

On the other hand, in the case of a transmission with strict quality of service
requirements, it will preferable for the network to handle the user’s mobility, in
order to be able to react more quickly to changes in radio propagation conditions.
(The GSM cell reselection procedure is well known for its slowness.)

Cell changing, however, remain inefficient in GPRS, more especially when it is
linked to a change of routing area. The main reason for this is the lack of an anchor
point in the GPRS architecture. When the mobile passes from one routing area to
another, all the data held by the old SGSN relating to the call must be transferred
to the new one. Further, the call context in the new SGSN is only created once the
mobile has selected its new cell, which further prolongs the interruption in service.

In the case of circuit-switched GSM and, more generally, for services with real-
time constraints, the opposite happens. The equipment and target cell resources
are allocated and configured before the actual change of cell by the mobile.

The GPRS mobility mechanisms are thus rather inefficient and make it difficult
to support packet-switched real-time applications. We will see later that UMTS
solves this problem, by offering more efficient mobility mechanisms for packet-
switched applications.



UMTS Principles

3.1 Basic Concepts
3.1.1 Introduction

As one runs through the ideas and architectural principles of the UMTS standard,
one quickly comes to realise that the different 3GPP groups have carried out a sig-
nificant modelling task. This modelling introduces several concepts that are quite
new in comparison with the GSM standard or second generation standards more
generally.

There are two main factors that account for this:

e The services supported: the application areas for second generation standards,
although ambitious for the time, were in fact fairly limited: voice telephony, low
speed data circuits, text messaging. Third generation networks have set their
sights much higher, following the service developments on the fixed networks. It
was therefore necessary to define an initial, more formal framework, capable of
supporting the wide range of services to be offered on the wireless networks.

o The independence of the radio access layer: in the second generation networks
(GSM or 18-95, for example), the radio access layer was defined fairly rigidly and
offered little flexibility to the access network. This is particularly true in the case
of the GSM or 1S-95 circuit-switched data services. The standard for both these
services specifies a data format to be used across each of the network’s different
interfaces, including the radio interface, and imposes its use.

We will see later that UMTS offers a more open architecture and functional decom-
position by separating the functions tied to the access technology from those that
do not depend on the access mode. This idea of separating the access layer from
the rest of the network makes it easier for the UMTS standard to evolve, because it
allows the radio access interface to evolve while minimising its impact on the
network equipment.

The sections that follow describe the basic concepts of the UMTS standard. These
concepts, such as the splitting of the network into strata or the idea of the Radio
Access Bearer (RAB), which will be addressed later, may seem very abstract and of
relevance only.to-a-conceptualviewsof the network. We will see that, in fact, they
play a fundamental role in the network structure and the different UMTS protocols
and interfaces.
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Core network

BRAN SRAN UTRAN
1 | \

Access network

g 9 7

Figure 3.1 General arrangement of a UMTS network.

3.1.2 The Access Network and the Core Network

Like GSM, the UMTS network is made up of a core network and an access network
(Figure 3.1). The interface between the core UMTS network and the access net-
work is called the Iu. This interface has been defined in the most general way
possible, in order to allow the UMTS core network to be connected to access
networks with different technologies, such as:

¢ the broadband radio access network (BRAN) using an access technology of the
WLAN (Wireless Local Area Network) type, such as HIPERLAN 2 or IEEE 802.11;

o the SRAN (Satellite Radio Access Network);
o the UTRAN, described in this book.

Although the UTRAN is considered the major public technology of UMTS, from a
strict standardisation point of view, it is only one of several alternative routes on
to the radio highway.

In order to ensure that the Iu interface is independent of the access technology,
the concept of Radio Access Bearer (RAB), which allows the communication
channel used in the access network to be described generically, is built into this
interface. We will return to this concept in Chapter 4.

3.1.3 Decomposition into Strata

In the process of modelling the UMTS network, a decomposition into strata has
been introduce into the 3GPP specifications. This breakdown, which conforms to
the spirit of the OSI seven-layer model, allows levels of independent services in the
UMTS network to be separated.



3 UMTS Principles 45

] | ey
Non-access stratum I:‘
| [ | @
w =
= e < ” < = v
3 2 = “1 =
=] = o S
c E 2 8
=3 = 2 S
(=] 1 o, [ =
g & - =
& e
Access stratum
Mobile Radio UTRAN ]LJ CN
(Uu)

Figure 3.2 Access stratum and non-access stratum.

Access Stratum (AS) and Non-access Stratum (NAS)

In a very general way, a UMTS network is made up of two main levels, called
the access stratum and the non-access stratum (Figure 3.2). This decomposition
corresponds to a logical breakdown of the functions of the network.

The access stratum brings together all the UMTS network functions connected
with the access network, including, for example, handover and the management of
the radio resources. By definition the UTRAN, being the UMTS access network, is
completely included in the access stratum. But the access stratum also includes part
of the mobile equipment (that which handles the radio interface protocols), as well
as part of the core network (corresponding to the Iu interface).

The non-access stratum contains all the other functions of the UMTS network,
i.e. the ones that are independent of the access network, such as:

e call set-up functions, corresponding to the call control and session management
protocol layers for circuit-switched and packet-switched calls respectively;

e mobility management functions for mobiles in idle mode, corresponding to the
mobility management and GPRS mobility management layers in GSM.

Table 3.1 shows how the main functions of a UMTS network are split between the
two strata.

Table 3.1 Allocation of UMTS functions to AS and NAS.

Access stratum Non-access stratum

Management of call signalling X

Authentication X

Handover X

Management of supplementary services X

Management of radio resources X

Encryption X (x)

Compression X (x)

Billing mechanisms X
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Some of these functions are included in both strata. This is so in the case of the
compression and encryption functions described in the standard as being included
in the access stratum but also being able optionally to form part of the non-access
stratum.

Links Between the AS and the NAS

The AS acts as a service provider to the NAS. For example, during call set-up, at
the request of the NAS, the AS is charged with establishing signalling connections
and transmission channels in the access network, according to the type of call and
the quality of service attributes agreed between the mobile and the network at the
level of the NAS.

A certain number of links between the AS and the NAS, known as service access
points (SAP), have been defined. These SAPs allow the interactions between the NAS
and the AS to be classified according to the nature of the service offered or
requested. There are three such access points: General Control (GC), Notification
(Nt) and Dedicated Control (DC), see Figure 3.3.

General Control SAP

The general control SAP collects together all the services related to the broadcast-
ing of information. It is used, for example, by the NAS to request the AS to broad-
cast a message right across the access interface. Information broadcast by means
of the GC SAP is not addressed to a subset of users but can be read by all the mobiles
in the area where the message is transmitted.

Messages broadcast in this way can be of many different types. On the one hand,
they may be messages of general interest, such as weather bulletins, information
about road traffic conditions, or advertisements. On the other hand, the GC SAP
may be used to broadcast network configuration information, such as the present
location area.

Notification SAP

Just like the GC SAP, the notification SAP collects together services related to
the transmission of information on the access interface. The difference lies in the
fact that the information transmitted through the Nt SAP is intended only for one
or more identified users of the network. The Nt SAP is used, for example, to
broadcast paging messages or notification of a conference call. Conference calls,

Figure 3.3 Access points between the access stratum and the non-access stratum.
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specified in the GSM standard, have not been included in the UMTS standard. This
is one of the rare examples of services offered by GSM but absent from the UMTS
standard.

Dedicated Control SAP

Unlike the two previous SAPs, the dedicated control SAP collects together services
intended for a specific mobile. For example, this SAP is used to set up or to close
down signalling connections and to exchange information over these connections.
Among the list of services supported by the DC SAP we therefore find:

e set-up and close-down of signalling connections;

e the sending and receiving of messages over these same connections. These
messages can be of the SMS type (text messages sent or received by the user) or
signalling messages coming from the higher signalling layers such as mobility
management or call control, for circuit-switched calls, and packet mobility man-
agement or session management for packet-switched calls.

The GC, Nt and DC SAPs thus provide a model that allows the services that the AS
provides to the NAS to be classified. More concretely, each service request through
one of these SAPs will induce exchanges of data or signals on the radio interface or
on the access network/core network interface (Iu), via the protocols indicated in
Figure 3.4. For example, during an incoming call (i.e. a call coming to a mobile from
the UMTS network), the NAS part of the core network will have to use the paging
service of the Nt SAP. On activation of this service, the paging message of the
RANAP layer is sent by the core network to the access network, then over the radio
interface by means of the RRC protocol.

In a similar way, activation of the ‘communication channel set-up’ service of the
DC SAP (also referred to as RAB establishment) will involve exchanges of signalling
information at the level of the RRC and RANAP protocols of the AS.
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- —» 3 s | =
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Figure 3.4  Strata, access points and protocols.
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3.1.4 RAB Concept

During the setting-up of a call, the type of service and the parameters of the
resources that will support it are agreed between the user and the network at
the level of the non-access stratum. The access stratum is then charged by the
non-access stratum with establishing the communication route within the access
network.

The only view that the non-access stratum has of the communication channel
used is the Radio Access Bearer (RAB). In the access stratum the RAB is decom-
posed into two parts (Figure 3.5):

o the radio bearer, corresponding to the ‘radio interface’ segment of the RAB;
o the Iu bearer, corresponding to the ‘Iu interface’ segment of the RAB.

By virtue of the principle of the independence of the UMTS levels, the non-access
stratum is not aware of the precise characteristics of the RAB, i.e. the way in which
it will be implemented in the access stratum. For example, the type of radio channel
used, the protocols employed and the way they work are known only to the access
network. The RAB is, in fact, characterised only by the attributes, known as quality
of service attributes, agreed between the user and the core network.

RAB Attributes

We have seen that, during call set-up, the access network receives a request for the
allocation of a RAB, along with a list of the quality of service attributes to be asso-
ciated with the RAB. The access network must then interpret the RAB attributes
and determine the parameters of the radio and Iu resources to be allocated.

In the UMTS standard, the RAB is characterised by the following attributes:

e service class: this indicates the type of service (conversational, streaming, inter-
active or background) required by the application using the RAB;

e maximum data rate;

e guaranteed data rate;

e SDU size (maximum size or list of sizes) (see Section 4.4.2);

Access Core
Mobile network network

Radio Access Bearer

v v

Radio Bearer Iu Bearer

Figure 3.5 Definition of the RAB.
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e SDU error rate;

e residual error rate;

e transfer delay;

e priority: this indicates the relative priority of the RAB;
e ability to pre-empt and vulnerability to pre-emption.

Depending on the values of these different attributes, the UTRAN must be able to
carry out the following operations:

e Choice of channel coding, i.e. choice of the protection afforded to the user data
exchanged over the radio interface. This choice depends on the error rates
requested by the RAB.

e Sizing of the radio resources associated with the RAB. Depending on the guar-
anteed data rate, maximum data rate, service class, and channel coding, the
UTRAN determines the performance of the radio resources to be used over
the radio interface.

¢ Allocation of the radio bearer and the Iu bearer. In the case of traffic congestion,
the pre-emption attributes and the RAB priority allow the UTRAN to pre-empt
an existing resource or to place the resource request in a queue.

e Configuration of radio protocols, depending on the parameters of the SDUs that
will be exchanged over the RAB.

Contrary to the GSM position, this process is not described in the standard. The
correspondence between the RAB attributes and the configuration of the UTRAN
resources is thus left to the implementer, offering network constructors the
opportunity of distinguishing themselves from each other by defining their own
allocation and configuration algorithms.

3.1.5 Geographical Areas

In an earlier section, we have mentioned the existence of a broadcasting service for
data coming from the non-access stratum using the GC and Nt service access points
of the access stratum. This service, called the service area broadcast, allows infor-
mation of general relevance, such as advertisements or traffic information, to be
broadcast to a part of the network.

A similar service, the cell broadcast, was defined in the GSM standard and imple-
mented by some GSM operators. This service has the disadvantage of making it
necessary for the GSM equivalent of the non-access stratum to know about the
structure of the cellular coverage. If the cellular coverage is changed, for example
because of the introduction of new cells, the GSM operator is forced to reflect these
changes in the configuration of certain elements of the core network, which should
in principle be independent of problems connected with the access layer.

In order to ensure independence between the cellular coverage of the access
network-and-the.areas.of-interest-to-the ,broadcasting services of the non-access
stratum of the network, a new concept has been introduced in the UMTS standard,
that of geographical zones (Figure 3.6).
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Figure 3.6 Correspondence between geographical area and cellular coverage.

This concept allows, for example, the area to which a message is to be broadcast
to be defined not in terms of radio coverage criteria but on a purely geographical
basis. The determination of the cells into which the information must be broadcast
is a function provided by the UTRAN. Besides simplifying the management of the
network, this concept corresponds well with the service needed, because the scope
of the information to be broadcast is usually defined geographically.

The location areas and routing areas, which allow the position of mobiles in idle
mode to be identified, can also be defined in a geographical manner, contrary to
the situation in GSM, where they can only be expressed as cell groupings. The use
of location areas is described in Chapter 8.

The standard provides for several different ways of defining a geographical area.
In the case of location areas or information broadcasting, the geographical areas
are in general defined as polygons whose vertices are identified by coordinates (lat-
itude and longitude) on an ellipsoid of reference. The ellipsoid used as reference
by the UMTS standard is that of the WGS (World Geodesic System), which is also
used by the GPS (Global Positioning System).

3.2 Architecture and Structure of UMTS
3.2.1 Architecture of the UMTS Network

Figure 3.7 illustrates the general architecture of a UMTS network using the UTRAN
access network.

If this schema is compared with its equivalent for GSM, it will be seen that the
core,GSM,and UMTS, networks,are in reality very similar. The set of components
and interfaces of the GSM core network has been retained in the UMTS core
network. We will see later, however, that there are functional differences between
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Figure 3.8 Layered architecture for circuit-switched cells.

certain GSM elements and their equivalents in UMTS, in particular with regard to
the SGSN and MSC nodes. ‘

The access network, for its part, is made up of the Radio Network Controller
(RNC), the equivalent of the BSC in GSM networks, and the Node B, the equivalent
of the BTS. A new interface has been introduced, the Iur, whose function is
described in Chapter 8.

3.2.2 Layer Structure of the Network

Figure 3.8 shows the layer structure of the UMTS network for circuit-switched calls.
The transport layers TCAP, SCCP and MTP used in the core network on the C, E
and F interfaces are identical to those in GSM. The MAP application layer of UMTS
is a development of the GSM MAP corresponding to the new services defined in the
UMTS framework.

On the access network part, new protocols have been defined. Their role and
function are described in Chapter 4.

Figure 3.9 shows the transmission plan for user data in packet-switched services.
As for circuit-switched services, the transport layers of the core network between
SGSN and GGSN are unchanged.

The signalling belonging to the NAS layer of the network, i.e. CC and MM for
circuit-switched calls and SM and GMM for packet-switched calls, is also identical
to that used in GSM, with a few extra developments due to the introduction of new
services.

3.3 UMTS Core Network
3.3.1 Domain Concept

We have seen that, in the GSM architecture, the core network was split into two
distinct parts corresponding to a division between circuit-switching and packet-
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Figure 3.9 The PS user plane (source: 23.060).

switching services. The consequence of this separation is separate management of
call set-up and subscriber mobility, which are located in different pieces of network
equipment (the MSC/VLR and the SGSN).

This distinction persists in the UMTS standard, with a few changes in terminol-
ogy. Thus in the 3GPP specifications, the term service domain is used. UMTS
version 99 defined two domains: the CS (Circuit-Switched) domain and the PS
(Packet-Switched) domain (Figure 3.10). The elements of the core network are
thus divided into three groups. The first, consisting of the elements of the CS
domain, includes the MSC, the GMSC and the VLR. The second group, that of the
PS domain, includes the SGSN and the GGSN. The final group includes the network
elements that are common to the CS and PS domains: the HLR, the EIR and the
AuC.

We saw in Chapter 2 that a class A GPRS mobile is capable of maintaining circuit-
switched and packet-switched communications simultaneously. In the same way, a
UMTS mobile is able to communicate simultaneously via the CS and PS domains
of the core network.

The domain concept is used in a lot of UMTS specifications. It allows the concept
of service in the core network to be modelled and makes possible the creation of
further service domains in the core network.

3.3.2 Integrated Core Network

Despite the separation of the circuit and packet domains, the GSM standard
allowed for the possibility of reconnecting the two domains by means of the
optional:Gsiinterfaces UMTS goes furtherin this direction by proposing the concept
of an integrated core network (i.e. integration of the circuit-switched and packet-
switched domains; Figure 3.11). This functional integration simplifies the execution
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Figure 3.10 Partition of the core network into domains.

of combined procedures for updating the location area in the two domains. The
benefits that this brings are twofold: both the time spent in carrying out the updat-
ing procedures and the cost of network maintenance are reduced.

The core network entity that brings together the MSC/VLR and SGSN functions
is called the UMSC (UMTS MSC).

Separate domains Integrated core network
\ f Tu interface A A
X ¥ Two connections
UTRAN UTRAN
‘r Radio interface 4

One RRC connection

Figure 3.11 Integrated core network.
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Figure 3.12 Level 2 functions.

3.3.3 Functions Transferred
Level 2 Protocols

In Chapter 2, we saw that the SGSN, situated in the NSS, supported several func-
tions that belong to the radio interface. In order to keep the UMTS core network
independent of the access technology, several of these functions, included in the
SGSN in second generation networks, have been moved into the access network in
UMTS (Figure 3.12). Thus, the functions of the LLC protocol (error detection,
encryption, re-transmission and discarding of frames) and the SNDCP (IP header
compression) in the GPRS stack have been included in the UTRAN radio protocols
supported by the RNC. In Chapter 4 we will see that the functions of the LLC and
SNDCP layers of GPRS are provided respectively by the RLC and PDCP layers in
the UMTS access network.

Transcoding Function

We saw in Chapter 2 that, in GSM, the transcoder, which carries out the task of
coding speech, was included in the access network, its exact position not being
specified. (Figure 3.13 shows one of the implementation options, with the
transcoder lying between the BSC and the MSC.)

In the UMTS network, the transcoder is situated in the core network, which is
thesmostreconomical:optionsfromsthepoint of view of the transmission network.
The Iu interface carries frames of coded speech, which requires a data rate four to
ten times less than that on the A interface for voice calls.
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Figure 3.13 The transcoder.

The other result of shifting the transcoder into the core network is to unify the
flows of data in the access network. From the point of view of the UTRAN, the tele-
phone service is no longer a special case because the coding of speech is carried out
upstream. The transport of frames of speech is, in fact, included in a more general
process. In effect, the only thing the UTRAN knows about the different services
used by the subscriber is the RAB, characterised by a list of attributes. The RAB for
a telephone service is simply one case among many.

We will see in Chapter 4 that the UTRAN comprises a single protocol stack,
applied to all supported types of RAB but sufficiently flexible to maintain the quality
of service required by each service type.

3.4 UTRAN Access Network

Figure 3.14 shows the overall structure of the UTRAN access network.

3.4.1 Components of the Access Network
Radio Network Controller (RNC)

The UTRAN RNC plays a role equivalent to that of the BSC in GSM networks, i.e.
routing communications between the Node B and the core network on the one hand,
and the control and supervision of the Node B on the other hand. Due to the
existence.of -a-new-interface.(Iur).in.the.access network and the definition of new
concepts in the UTRAN (in particular, the access and non-access strata), the RNC
is functionally quite different from its GSM analogue.
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Figure 3.14 General layout of the access network.

Among the new RNC functions are:

o the relocation procedure - explained in more detail in Chapter 8;
e management of macrodiversity links - addressed in Chapter 5.
Because of the presence of the Iur interface between the UTRAN RNCs, the

specifications identify different types of RNC according to the role they play in each
communication (Figure 3.15).

Serving RNC I Drift / Controlling RNC
ur
RNC  [€ > | RNC
t Tub
RRC connection Mgl

roles of the RNC.
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When a mobile is active, a connection RRC is set up between the mobile and an
RNC in the UTRAN. We will look into the role of this connection later. The RNC
in charge of this connection is called a serving RNC (SRNC).

When users move around within the network, they may change cell during a call
and may even find themselves in a cell forming part of a Node B that does not
belong to their serving RNC. The RNC in charge of these remote cells is known as
the controlling RNC (CRNC). From the point of view of the RRC, the remote RNC
is called the drift RNC (DRNC). In the example shown in Figure 3.15, data
exchanged between the serving RNC and the mobile travel via the Iur and Iub
interfaces. The drift RNC thus plays the role of a simple router as far as this data
is concerned.

If each RNC has a well-established role as controlling RNC vis-a-vis the Node Bs
that are attached to it, the same is not true of serving and drift roles. Thus each
RNC can, at the same time, be a drift RNC for some mobiles and a serving RNC for
others.

Node B

The UTRAN Node B is equivalent to the BTS in GSM networks. Its main role is to
provide radio reception and transmission for one or more of the UTRAN cells.

The technical implementation and the internal architecture of the Node B are left
to the manufacturer. Thus one can conceive of Node Bs made up of one or several
cells, using omnidirectional or sectorial antennae (Figure 3.16).

We will see in Chapter 6 that the RANAP protocol (used on the Iub interface and
allowing the RNC to ‘drive’ the Node B) is an open protocol, i.e. it is entirely spec-
ified by the 3GPP standard. The aim is to guarantee the possibility of intercon-
necting an RNC from one manufacturer and a Node B supplied by a different
manufacturer.

In order to make it easier to define this protocol, the UTRAN standard specifies
a logical model for the Node B. This logical model is independent of the real phys-
ical structure of the equipment; it allows the way the RNC ‘sees’ the Node Bs to
which it is connected to be described.

This model is shown in Figure 3.17. It is made up of several components:

Node B with Node B with
sectorial antennae omnidirectional
antenna

Figure 3.16 Possible implementations of the Node B.
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Figure 3.17 The Node B logical model (source: 25.430).

o The communication contexts represent the resources allocated to the network
users supported by the Node B. Each user has a communication context that
includes one or several dedicated channels (DCH) or common transport chan-
nels (DSCH: Downlink Shared Channel). The management of user resources is
carried out through a communication control port.

e Each Node B must support a certain number of common transport channels
(RACH, FACH, PCH), depending on the number of cells present in the Node B.

e The Node B control port is used by the CRNC to configure and initialise the
resources supported by the Node B, i.e. the format and structure of the common

transport channels, the configuration of the system information that will be sent
out on the broadcast control channel of each cell of the Node B, etc.

3.4.2 Access Network Interfaces
The UTRAN access network has the followi ng interfaces:

o the Iu between the RNC and the core network;
o the Iub between the RNC and the Node Bs;
o the Iur between RNCs.

Each of these interfaces supports two types of protocol: application protocols (AP),
including signalling exchanges between pieces of equipment, and frame protocols
(FP) used to transport user data (Figure 3.18).

In Chapter 6, we will see that the Iu and Iub interfaces are in several ways similar
to.the A and Abis interfaces of the GSM world. In contrast, the Iur interface has no
equivalent in the GSM standard.

The access network interfaces are explained in more detail in Chapter 6.
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Figure 3.18 General view of the network protocols.

3.5 UMTS Terminal Equipme

3.5.1 Evolution

nt

Within a few years, the cellular telephone market has become a major public market
with a substantial level of penetration into the general telecommunications market.
When the existing networks make great technological leaps, it is essential that
new terminals put on the market are compatible with the different technologies

available. Figure 3.19 shows these developments.

The UMTS terminals put on sale in Europe and in other countries where GSM is
represented will have to include GSM technology, because this will have much wider
coverage than UMTS, at least initially.

2000

Multi-band GSM terminals
(GSM 900/1 800/1 900)

1990

200X

Multi-band GSM terminals
Support for GPRS packet-switched applications
1995 Support for high speed data ( HSCSD, EDGE)

Multi-band terminals

Multi-mode terminals (GSM, UMTS,
cdma2000)

Support for high speed circuit-switched
and packet-switched applications
Support for multi-media

Single band GSM terminals
(900 or 1800 MHz)
Support for telephony

Text messaging

Low speed data

Figure 3.19  The evolution of mobile terminals.
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There is one exception to this development model. In Japan, UMTS technology
will be deployed without offering continuity with existing systems, Japanese
operators having chosen to back a massive deployment in order to get national
coverage very quickly.

3.5.2 The USIM Card

As in GSM networks, access to UMTS network services is dependent on the sub-
scriber’s smart card, called the USIM (Universal Subscriber Identity Module) card,
being present in the terminal. In the absence of this card only emergency calls are
possible.

The USIM card, like the GSM SIM card, conforms to the ISO/IEC 7816 standard.
This standard specifies a number of functional characteristics of smart cards,
including for example the dimensions, the position of the contacts, the electrical
characteristics, and the data exchange protocol between the card and the terminal.

The ISO 7816 standard defines two card formats: credit card format and plug-in
format. The latter is more widely used because of its smaller size (Figure 3.20).

The USIM card contains a number of data items structured into different ‘files’.
The structure of the data items on the USIM card is in fact an extension of that used
on the GSM SIM card.

The USIM card contains all the data relating to the subscriber, including the
following:

o the International Mobile Station Identifier (IMSI);

o the Mobile Station International ISDN Number (MSISDN);

o the preferred language, used for broadcast information and for terminal menu
options;

e encryption and integrity keys for the CS and PS domains. These keys are used in
the security mechanisms described in Chapter 7;

o the list of forbidden networks;

e the user’s temporary identities vis-a-vis the CS and PS domains;

o the identities of the current location area and routing area of the mobile for the
CS and PS domains respectively.

< 25 mm _p

I
LI

Y /

Figure 3.20 | The plug-in SIM card.
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The standard specifies access and update conditions for each of the data items held
by the USIM card. Access conditions, both for reading and for updating, are there-
fore associated with each elementary file held on the USIM card:

o ALW (always) indicates that the data is accessible without restriction;

o PIN (Personal Identification Number) indicates that the data is only accessible
once the user’s PIN has been authenticated;

o ADM (administrative) indicates that the data is only accessible to the supplier of
the card;

o NEV (never) indicates that the data is not accessible.

The access condition ALW will be reserved for the least sensitive information, such
as preferred language. In contrast, the IMSI can only be read from the USIM card
when the PIN has been authenticated, but can only be modified by the network
administrator (ADM).



The UTRAN Radio Interface

In this chapter we will present a detailed picture of the UTRAN radio interface and
of the communication protocols used on it.

4.1 Multiplexing Techniques on the Radio Network

We saw in Chapter 1 that the UMTS standard offers two different multiplexing tech-
niques on the radio highway: Time Division Duplex (TDD) and Frequency Division
Duplex (FDD) (Figure 4.1).

4.1.1 TDD

In TDD a single frequency is used alternately by the two communication directions
(from the mobile towards the network and from the network towards the mobile).
This technique is the most flexible when the bandwidth is only available in limited
quantities.

4,1.2 FDD

In FDD, each communication direction uses a different frequency. The mobile and
the network can thus transmit simultaneously. One of the disadvantages of this
technique lies in the ‘duplex gap’ between the two communication channels, used
to separate the radio transmission and reception frequencies. The need to main-
tain this gap, also known as the guard band, leads to under-utilisation of the radio
spectrum.

mobile to network s )
mobile/network to

f, — -t network/mobile

network to mobile f; — |- L}t
f, —L 1y 1

FDD multiplexing TDD multiplexing

Figure 4.1 FDD and TDD multiplexing.
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Figure 4.2 Example of asymmetric service.

In FDD, the same amount of bandwidth is generally allocated to the two
communication directions, something that is well-adapted to applications with
symmetric loading, such as telephony. In contrast, when the loadings are not
balanced, which is the case in many data applications such as Internet navigation
or message reading, this technique is not optimal.

In this respect, TDD seems better adapted than FDD, for it allows one commu-
nication direction to be favoured by using asymmetric resource allocation (Figure
4.2).

In order to avoid a complete separation between the TDD and FDD UTRAN
modes in the UMTS standard, it was decided in the 3GPP working groups to make
the specifications as independent as possible of the multiplexing technique used.
This means that differences between the TDD and FDD modes are almost confined
to the physical level of the radio interface.

For several reasons, FDD has benefited from greater support than TDD from
different groups within the 3GPP. As a result, the FDD mode is in a more advanced
state of maturity in the UMTS standard than the TDD mode. In the remainder of
this chapter, therefore, only the FDD mode will be described.

4.2 Radio Interface
4.2.1 Layered Architecture

Figure 4.3 shows the set of blocks that together make up the UTRAN radio inter-
face. These different blocks will be addressed in detail in the sections that follow.

As for GSM, the radio interface protocols correspond to the first three layers of
the OSI model.

Level 1 (PHY) represents the physical layer of the radio interface. It implements
inter alia the channel coding, interleaving and modulation functions. It is described
in detail in Chapter 5.

Level 2 includes the PDCP, RLC, MAC and BMC layers.

The functions.that.really.come.under.level 2, that is reliable data transmission
between two nodes of the network, are provided by the Radio Link Control (RLC)
layer.
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Figure 4.3 Layered view of the UTRAN radio interface (source: 25.301).

The Medium Access Control (MAC) layer looks after the task of multiplexing
data on the radio transport channel. Specifically, the MAC layer carries out two
different types of multiplexing:

o multiplexing different data flows belonging to the same user on a single trans-
port channel;

o multiplexing data flows from different users on a common transport channel or
shared resource.

The Packet Data Convergence Protocol (PDCP) layer has two main functions. The
first is to make the UTRAN radio protocols (in particular, the RLC and MAC layers)
independent of the network transport layers; this independence allows network
protocols to evolve (e.g. by passing from IPv4 to IPv6) without modifying the
UTRAN radio protocols. The second function of PDCP is to compress data and data
packet headers, to allow the radio resources to be used more efficiently.

It is also envisaged that, in later versions of the UMTS standard, the PDCP layer
will handle multiplexing of several user data flows on to a single logical channel. In
the first version of the standard (version 99), the PDCP layer was used only for com-
pressing the headers of TCP/IP packets.

The Broadcast/Multicast Control (BMC) layer handles the distribution of mes-
sages on the radio interface. The functions of this layer are used to provide the cell
broadcast services, taken over from GSM into UMTS.

Level 3 of the radio interface contains the Radio Resource Control (RRC) layer,
the UTRAN equivalent of the RR layer in GSM.
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4.2.2 Control Plane and User Plane

The UMTS standard divides the data flows that cross the radio interface into two
‘planes’: the control plane and the user plane (Figure 4.4).

The user plane brings together the data that are exchanged at the non-access
stratum level of the network. It therefore includes IP datagrams, voice, text mes-
sages and information distributed by the non-access stratum of the network.

The UTRAN is transparent at the level of the user plane, in the sense that user
plane data is not read or interpreted by the UTRAN. The UTRAN can, in fact, be
considered to be nothing more than a transport layer for user plane data.

For its part, the control plane is used to carry all the signalling information
between the mobile and the network, through the RRC protocol. There are two types
of signalling information:

e Access stratum signalling is exchanged between the UTRAN and the terminal.
This signalling relates, for example, to the UTRAN functions of setting an RRC
connection or allocation and freeing of radio resources.

e Non-access stratum signalling is concerned essentially with the MM, CM, GMM
and SM protocol layers. It provides the call set-up and management functions.
This level of signalling is equivalent to the DTAP (Direct Transfer Application
Part) layer of the GSM standard. It is carried transparently by the RRC protocol.

Control plane User plane
cM IP
MM Voice
SM SMS
GMM
A Core network
Iu
C RRC
UTRAN
Uu
k‘;/ Terminal \__/
Signalling User

data

Figure 4.4 The control plane and the user plane.
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Figure 4.5 Partitioning of the protocol layers according to communication planes.

Figure 4.5 shows how the layers of the UTRAN protocol are split between the control
plane and the user plane.

We have already seen that the RRC layer forms an integral part of the control
plane. As for the PDCP and BMC layers, they apply only to user plane data. In con-
trast, the RLC and MAC layers provide services that are applicable to both user plane
and control plane data. The two planes are, however, treated separately by the RLC
and MAC layers, which allow the radio protocols to work differently for each plane.

4.2.3 Interactions Between the Layers

The model of the radio interface described above shows control links, or interac-
tions, between the layers of radio protocol. These links are used to exchange
information between two layers or for one layer to configure another (Figure 4.6).

For example, when a radio interface resource is allocated to a particular user, the
RRC layer not only has to send the details of the resource to the user (this is one
of the functions of the RRC protocol) but must also provide certain configuration
information to the other layers of the radio protocol, such as the mode of opera-
tion of the RLC (see Section 4.4.2 below).

Control plane

RRC
Control CE Data
transmission
L—p! RLC

Figure 4.6 Example of the interaction between protocol layers.
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Some of these interactions are specified in the UTRAN standard in the form of
primitives between layers when the layers are situated in the same node or in the
same physical piece of equipment (RNC, Node B). When it is clearly specified that
two layers are situated in different nodes (RRC and Level 1, for example), the inter-
actions are specified in the UTRAN network protocol or protocols, i.e. the protocols
NBAP and RNSAP on the Iub and Iur interfaces respectively.

4.3 Communication Channels
4.3.1 Introduction

The UTRAN specifications contain a wide range of communication channels,
divided into three major classes: logical channels, transport channels and physical
channels. These different classes of channel] have been created in order to ensure
that the different functional levels of the radio interface are independent of each
other. The definition of channels belonging to each level makes the UTRAN very
flexible, by allowing it to be adapted to the multitude of applications envisaged for
third generation networks. The sections that follow describe these different classes
of channel.

4.3.2 Logical Channels

Logical channels correspond to the different types of information carried by the
UTRAN radio protocols. They are, in fact, the channels offered to the user layers
of level 2 of the radio interface.

The concept of a logical channel allows the transmission channel to be considered
separately from the use that is made of it. Thus we can conceive of a particular type
of transmission channel being suitable for two different uses, i.e. it can support two
different logical channels, or it is possible to multiplex two logical channels over
the same transmission channel (Figure 4.7).

The number of logical channels in the UTRAN is, in fact, very limited. They cor-
respond to the different types of information flow that travel across the radio inter-
face. The logical channels are divided into two groups: the logical control channels,
which are used to transfer information on the control plane, and the logical traffic
channels, which serve to transfer data on the user level.

<

Logical channel 1

Transmission channel

< Logical channel 2

Figure 4.7 Example of multiplexing of logical channels on to a single transmission channel.
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Logical Control Channels

The Broadcast Control Channel (BCCH) is used for broadcasting control informa-
tion. The messages broadcast on this channel are known as system information.
Amongst other things, they provide the mobile in idle mode with information that
allows it to access the network.

The Paging Control Channel (PCCH) is used to send paging messages to mobiles
on the network.

The Common Control Channel (CCCH) is used to send or receive control
information for mobiles not connected to the network. In particular, it is used at
the very start of call set-up, to exchange the initial signalling messages between the
mobile and the network.

The Dedicated Control Channel (DCCH) serves to send or receive control infor-
mation for mobiles that are connected to the network. Almost all the control
level signalling therefore travels via this channel, i.e. the UTRAN signalling (the
RRC layer) and the signalling of the MM, CC, GMM and SM layers of the core
network.

Logical Traffic Channels

The Dedicated Traffic Channel (DTCH) is used for the exchange of user data with
a mobile connected to the network.

The Common Traffic Channel (CTCH) is a unidirectional channel used by the
network to send user data to a group of mobiles. The CTCH is particularly used for
broadcasting information coming from the non-access stratum of the network,
for example, in the case of a service area broadcast.

4.3.3 Transport Channels

Because of transmission problems (interference, fading, masking, etc.), the radio
interface is the weak link in the cellular communication network. Depending on
the quality of service constraints imposed by the applications supported by the
network, it may be necessary to use various mechanisms, such as data-coding
systems or other more sophisticated techniques, in order to make the exchange of
data over the radio interface reliable.

In the UTRAN specifications, the concept of transport channel corresponds to
these different mechanisms. By definition, the UTRAN transport channels repre-
sent the data format and, more generally, the way in which information is trans-
mitted over the radio interface. It thus represents the quality of service provided
by the network over the radio part of the RAB (i.e. the radio bearer). Each trans-
port channel thus has a list of attributes associated with it, called the Transport
Format Set (TFS), which defines the data format and the transmission method for
transmitting data over the radio interface (Figure 4.8).

The TESisyinfactyalistof differenttransport formats (TF). This list of transport
formats is used by the UTRAN to choose the most suitable format at each moment,
in order to use the radio resources as|effectively as possible.
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Figure 4.8 Transport channel, TFS and TF.

Each transport format is made up of two parts: a static part, which is common
to all the TFs in a TFS, and a dynamic part, which is specific to each TF. The dynamic
part of the TF is made up of the following attributes:

o transport block size, which defines the size of the blocks of elementary data that
will be transported over the radio interface;

o the transport block set size.
The semi-static part of the TF is made up of the following attributes:

o Transmission Time Interval (TTI), which specifies the periodicity at which a
transport block set (or group of transport blocks) is transferred over the radio
interface;

e the type of channel coding used (turbocode, convolution code, or unprotected);

e the size of the CRC (cyclic redundancy check), which specifies the number of bits
that will be added for detecting transmission errors;

e the channel coding rate (1/3, 1/2), which specifies the number of bits that will be
added to protect the data transmitted against transmission errors. A rate of 1/3
means that for each bit of information, three bits will in fact be transmitted over
the radio interface.

Figure 4.9 shows an example of a transport channel. The function of the different
attributes of the TF will be described in more detail in Chapter 5.

We saw in Chapter 3 that the non-access stratum views the data transmission
path in the access stratum as an RAB characterised by quality of service attributes.
The choice of the transport format set and the value of the corresponding trans-
port format attributes are determined by the UTRAN on the basis of the quality of
service attributes.

The scarcity of bandwidth and the high cost of exploitation licences make
the choice of transport channel attributes a critical matter. The difficulty lies in the
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Figure 4.9 Example of a transport channel.

search for a compromise between the quality of service demands of the users and
the network capacity, because the decision whether to maximise the quality of
service offered to users or to reduce it to the lowest acceptable level has a very great
effect on the resource consumption and hence on the network capacity.

Dedicated Transport Channels

The Dedicated Channel (DCH) is the only dedicated transport channel. It can be
used in an uplink or downlink direction. Because of the separation of the concepts
of logical channel and transport channel, the DCH is not typed according to its use.
Thus, when the network decides to allocate dedicated resources to a communica-
tion between a mobile and the network, the DCCH and DTCH logical channels will
each be supported by transport channels of the DCH type, or possibly multiplexed
on a single DCH, if their quality of service constraints are compatible.

Common Transport Channels

The Broadcast Channel (BCH) is a fixed speed unidirectional (network to mobile)
transport channel.

The Paging Channel (PCH) is a unidirectional (network to mobile) transport
channel.

The Random Access Channel (RACH) and the Forward Access Channel (FACH)
are both unidirectional (mobile to network) transport channels. The Downlink
Shared Channel (DCSH) is a variant of the FACH, which can be shared.

4.3.4 Physical Channels

We saw in the previous section that the concept of a logical channel allows the type
of information flow to be treated independently of the characteristics of the trans-
mission channel. In the same way, the transport channel, specifying how the data
is transmitted across the radio interface, is independent of the physical channel
actually-used: Itis thus possible forraphysical channel to support different trans-
port channels or for a transport channel to be supported by two separate physical
channels (Figure 4.10).
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Figure 4.10 Example of the correspondence between physical channels and transport channels.

The Coded Composite Transport Channel (CCTrCH) is a concept intermediate
between the transport channel and the physical channel. The CCTrCH is the result
of multiplexing different transport channels. It can then be supported by one or
more physical channels on the radio interface.

The UTRAN standard has defined a number of physical channels, some of
which are used only by the physical layer of the radio interface. Only the following
channels are able to support transport channels:

Primary Common Control Physical Channel (P-CCPCH);
Secondary Common Control Physical Channel (S-CCPCH);
Physical Random Access Channel (PRACH);

Physical Download Shared Channel (PDSCH);

Dedicated Physical Data Channel (DPDCH).

4.3.5 Correspondence Between Channels

Figure 4.11 shows the correspondence between logical channels, transport chan-
nels, and physical channels.

For certain logical channels, BCCH and PCCH for example, the standard offers
only a very limited choice of possibilities. The information that travels on these
channels is known and is described in the UTRAN specifications. A limited number
of transport channels is thus sufficient. On the other hand, in the case of the ded-
icated channels DCCH and DTCH, the standard offers a large number of possibil-
ities, using either common transport channels (RACH, FACH, DSCH) or a dedicated
transport channel (DCH). It is therefore possible to allocate the transport channel
best suited to the characteristics of each user’s traffic. In the section on radio pro-
tocols, we will see that it is not only possible to choose the transport channel or
channels when the call is set up or when each RAB is allocated, but it is also possible
to change the correspondence between the logical channels in use and the trans-
port channels during the call, depending on the characteristics of the user traffic as
it develops.

The correspondence between logical channels and transport channels is handled
by the MAC layer of the UTRAN. The standard does not specify how the combina-
tions used depend on the class of traffic; this choice is left to the implementer or
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Figure 4.11 Correspondence between channel types.

the network operator. The UTRAN standard specifies only the combinations
allowed. This provision allows suppliers to differentiate their product offerings by
leaving them the choice of which transport channels to implement, from among the
several possibilities offered by the standard.

The correspondence between the transport channels and the physical channels
is itself implemented by the physical layer of the UTRAN. This layer enjoys no flexi-
bility in setting up the correspondence, in that each transport channel can only be
supported by one type of physical channel.

4.3.6 An Example: Speech Transport

In this section we present a concrete example of the use of transport channels and
transport formats in the case of a voice call (Figure 4.12).

We have seen in Chapter 2 that one function of speech coding is to reduce the
data rate required from the radio interface. The result of this operation is known
as source code. Before the frames of source code are transmitted across the radio

Digitised speech (A/W law) :64 Kbps

Transcoder
(source coding)

4 to 12 Kbps

Level 1
(channel coding)

N Transmission over the radio interface

Figure 4.12 Stages in speech encoding.
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interface, channel coding is applied, with the aim of protecting the data against
transmission errors. Figure 4.12 shows how these different stages are linked. This
diagram is applicable both to the mobile and to the network. In the case of the
mobile, the two operations are perforce carried out in the same piece of equipment.
In the case of the network, however, the source coding operation can be imple-
mented well up-stream of the radio interface (we have seen that, in the case of
UMTS, the transcoder was situated in the core network), thus allowing the operator
to save transmission capacity on part of the fixed network.

In UMTS, as in GSM, several speech coding methods can be used; they corre-
spond to different frame formats produced by the speech transcoders situated in
the terminal equipment and the core network. The network can change the method
in use during the course of a call, depending on the radio environment. This is
known as adaptive multi-rate (AMR) coding.

AMR speech coding is based on the principle that there is no ideal combination
of source coding and channel coding. When transmission conditions are good,
the number of bits devoted to channel coding can be reduced, to the benefit of the
source coding, in such a way as to improve the quality of the speech received. On
the other hand, when transmission conditions deteriorate, the number of erroneous
frames becomes significant, which has the effect of noticeably lowering the quality
of the speech. It then becomes necessary to improve the protection of the data
during transmission, which means increasing the number of bits used by the
channel coding and so reducing the number available for the source coding. In prin-
ciple, this entails a reduction in the speech quality but this is largely compensated
for by the reduction in the error rate in the speech frames.

Figure 4.13 shows the advantage of AMR coding. When the radio propagation
conditions are good (high values of the signal-to-noise ratio, SNR), mode 2 is used.
On the other hand, when the conditions deteriorate, i.e. the SNR decreases, using
the mode 1 frame format, with a more robust channel coding, allows better speech
quality to be obtained.

Subjective

quality of the
speech /-

—r—> i
Mode 1 Mode 2 Ca
range range

The speech frame: | ] ® || /L' |

Channel coding part

Figure 4.13 Example of two-mode AMR.
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Table 4.1 AMR modes.

AMR mode Source data rate Class A Class B Class C
AMR12-2K 12.2 kbps (GSM EFR) 81 103 60
AMR10-2K 10.2 kbps 65 99 40
AMR7-95K 7.95 kbps 75 84 0
AMR7-40K 7.40 kbps (1S-641) 61 87 0
AMR6-70K 6.70 kbps (PDC EFR) 55 79 0
AMR5-90K 5.90 kbps 55 63 0
AMR5-15K 5.15 kbps 49 54 0
AMR4-75K 4.75 kbps 39 56 0

The speech transcoder divides the bits it produces into three classes, A, B and C,
of varying importance. Bits of class A are the most sensitive to transmission errors;
they therefore require more robust channel coding than bits of classes B and C.

Table 4.1 shows the AMR modes defined for UMTS. The mode corresponding to
the best radio conditions is AMR12-2K, also used in GSM, and known as Enhanced
Full Rate (EFR). Table 4.2 is an example of a transport channel configuration used
for voice transmission. Bit classes A, B and C each require different levels of protec-
tion and so a transport channel is dedicated to each class. The special characteristics
of each transport channel are contained in the dynamic part of the transport format.

For each speech frame sent on to the radio interface, a specific format (the trans-
port format combination, TEC) will be chosen by the network, corresponding to the
specific transport format for the transport channel.

Although there are theoretically 8° = 512 transport/format combinations, only
eight combinations are really possible, i.e. the ones corresponding to the eight
modes of the AMR transcoder. These eight combinations are collectively known as
the transport format combination set.

The standard defines only the dynamic part of the transport format. In fact, this
relates to the size of the frames generated by the transcoder and received by the
UTRAN. The static part of the transport format is given here only as an example,
the standard imposing no specific transport format on the network builder. In

Table 4.2 Example of a TFS for speech transport.

Attributes DCH A (Class A) DCH B (Class B) DCH C (Class C)
Dynamic attributes Transport block size 81 103 60
65 99 40
75 84 0
61 87 0
55 79 0
55 63 0
49 54 0
39 56 0
Transport block set size As above
Static attributes Transmission time interval 20 ms
Type of channel coding Convolution None
Channel coding rate 13 1/2

Size of the CRC 8 0 0
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Figure 4.14 General view of transport channel use.

particular, there is nothing to forbid the UTRAN from using only one transport
channel instead of three, which amounts to applying the same protection scheme
to all three classes of bits.

Figure 4.14 gives a general view of the different transport channels employed in
the preceding example. A speech frame is sent to the radio interface every trans-
mission time interval. For each of these frames, the UTRAN chooses a transport
format combination (TFC) specifying a transport format for each of the blocks
(transport blocks) coming from each transport channel.

After channel coding has been applied to each block, the whole set is then mul-
tiplexed on to a single CCTrCH by the physical layer. The TFC chosen by the
UTRAN is indicated by the transport format combination indicator, thus allowing
the receiving entity to decode correctly the data it receives.

4.4 Radio Protocols
4.4.1 RRC Layer
RRC Connection

The main function of the Radio Resource Control (RRC) layer is to handle the sig-
nalling connection set up between the UTRAN and the mobile. This connection is
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used during signalling exchanges between the mobile and the UTRAN, for example
during call set-up and close-down or to support mobility procedures in the access
network.

We have seen in Chapter 3 that UMTS networks offer the possibility of simulta-
neously exchanging data in both the circuit-switched and packet-switched domains
of the core network, i.e. of supporting circuit-switched and packet-switched calls
at the same time. There will be, however, only a single RRC connection set
up between the mobile and the UTRAN, however many calls are actually in exis-
tence between the mobile and the remote terminal or terminals. The RRC layer in
effect manages the total set of resources allocated to the mobile, without needing
to know whether or not they correspond to different domains of the core network.

The RRC connection is also used to carry signals from the domains of the
core network with respect to which the mobile is active (Figure 4.15). In order to
separate the different signal flows carried by the RRC connection and to allow
the UTRAN to distribute signalling messages coming from the mobile to the
correct domain (CS or PS), the RRC layer needs to know the identity of the desti-
nation domain.

The UTRAN RRC connection is functionally fairly similar to the RR connection
of circuit-switched GSM. However, the fact that the connection is also used for
packet services constitutes a break with the way the GPRS works. In the GPRS ser-
vice, no connection is established between the network and the mobile. Only a com-
munication context, called PDP context, is set up in the network; it contains the
parameters of the call set up between the mobile and the network. In GPRS, send-
ing data packets on to the radio interface leads to the setting up of a session, called
temporary block flow, which is deactivated when there are no more packets waiting.

The concept of the RRC connection in the UTRAN allows the handling of circuit-
switched and packet-switched calls to be integrated in a single general and unified
mechanism. The UMTS network (and, more particularly, the UTRAN RNC) can
thus follow the movements of a user by means of the handover procedure, in just
the same way whether the user is in circuit or packet mode. This point will be
addressed in more detail in Chapter 8.

CS domain

One RRC connection: mobile to SRNC

Flow 1

: |: Node B
Flow 2 |

PS domain

SGSN

Figure 4.15 An RRC connection and two domain connections.
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RRC Connection States

As we have said, in GPRS no connection is established between the network and
the mobile; one talks rather of an activated or deactivated session. When a GPRS
session enters a phase of quasi-inactivity (which is the case when no user data has
been transmitted for a certain period of time), no transmission resource is used in
the network, because no dedicated resource has been reserved for the session. The
transfer of data from the mobile to the network, or vice versa, can, however, restart
at any moment, giving rise to the allocation of temporary resources. This feature
of GPRS is relevant to all applications characterised by significant periods of inac-
tivity, such as telemetry or messaging. The allocation of resources on demand thus
allows procedures for setting up and closing down network connections, which are
long and costly in terms of messages exchanged and CPU time used, to be avoided.

In circuit-switched GSM, the mobile is either in idle mode (i.e. not connected to
the network) or in active mode (i.e. connected to the network) (Figure 4.16).

We have seen that in UMTS the RRC connection is present whatever type of
service is active. In order to allow the UTRAN to adapt as well as possible to the
range of services that must be supported, four different states for the RRC con-
nection have been defined (Figure 4.17). These states constitute a sort of compro-
mise between the two-state RR connection of circuit-switched GSM and the absence
of any connection in GPRS.

The states defined by the standard are CELL_DCH, CELL_FACH, CELL_PCH and
URA_PCH. These states correspond to different levels of activity of the
mobile-network connection. The idle state is the one in which no connection is
established between the mobile and the network; it corresponds to the mobile being
in idle mode. Transitions between the connected states generally follow from a deci-
sion made by the network.

The transition from the idle state to a connected state is only possible at the
request of the mobile, regardless of the direction in which the call is being set up.

I Standby I

Y
Temporary end Restart of
of transmission transmission
A
Connected l | Ready |
A A
Service Service Service Service
activation deactivation activation deactivation
A A
Idle Idle |
States of the RR connection States of the GPRS session

Figure 4.16 States of the GSM mobile.
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Figure 4.17 States of the RRC connection.

In effect, an RRC connection is requested either by the terminal user wanting to
initiate a call or by the terminal responding to a paging message sent by the network
(Table 4.3).

CELL_DCH

This state is the one that is closest to the connected RR state in GSM. Dedicated
transport channels are allocated to both directions of the call. This is the state that
will in general be chosen for applications with real time constraints, such as tele-
phony or broadcast video. In this state, terminal mobility is handled by the network,
depending on the actions carried out by the mobile or by the network.

CELL_PCH and URA_PCH

These two states are functionally almost identical. In neither state are any dedicated
resources allocated to the mobile and, for this reason, no user data can be trans-
mitted either by the mobile or the network.

When in these states, the behaviour of the mobile is quite close to idle mode. The
mobile is, in effect, content to read data transmitted by the network on the BCH
and PCH channels. The mobile manages its own mobility in the access network by
means of the same mechanisms and criteria as those used in idle mode.

Table 4.3 RRC connection states.

Uplink transport channel ~ Downlink transport channel Mobility checking Level of activity

CELL_DCH DCH DCH network +++
CELL_FACH RACH FACH mobile or network ++
CELL_PCH - PCH mobile +
URA_PCH - PCH mobile -

Idle - = mobile NS
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The main difference between the two states lies in the knowledge the network
has of the position of the mobile within the cellular cover. In the CELL_PCH state,
the mobile signals every change of cell to the network. This means that, when the
network has to send a paging message to the mobile or transmit user data to it, it
can easily reach it over the physical channel PCH of the cell in which it is located.
In the URA_PCH state, the network does not know precisely in which cell to find
the mobile. Thus, when it wants to reach the mobile, the network has to use other
ways of finding it, through the PCH channels of all the cells in the mobile’s current
URA (UTRAN Registration Area) (Figure 4.18).

The URA_PCH and CELL_PCH bring a new flexibility to the operation of the
UTRAN. Depending on what the mobile is doing, on the speed at which it is moving
in the network, and on the state of congestion of the radio interface, the UTRAN
can decide which of these states to put it into.

CELL_FACH

This is a hybrid state with aspects of both CELL_DCH and CELL_PCH. There is no
dedicated channel allocated to the mobile. The mobile (or the network) can,
however, transmit user data on the RACH transport channel (or FACH in the case
of the network).

The position of the mobile is known almost to the nearest cell. Every change of cell
carried out on the initiative of the mobile is signalled to the network, as in the
CELL_PCH state. Moreover, in this state the network can ask the mobile to carry out
radio procedures with a view to monitoring its movements, as in CELL_DCH mode.

Two Examples

Web Navigation
The data traffic profile of a user navigating the web is made up of two phases:

e a data transfer phase, corresponding to the downloading of a web page on to the
user’s terminal. From the user’s point of view, this is a waiting phase, whose
length depends on the size of the resources allocated by the network;

Figure 4.18 The relationship between the URA and cellular coverage.
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Figure 4.19 Web navigation.

To guarantee an acceptable quality of service to the user during the data transfer
phase and avoid wasting resources during the inactive phase, the RRC layer of the
network might decide to use CELL_DCH and CELL_FACH connection states
(Figure 4.19).

During the downloading phase, the CELL_DCH state is used, offering a guaran-
teed level of service so long as the radio propagation conditions are favourable.
After a certain period of inactivity, the network would decide to put the connec-
tion into the CELL_FACH state; the dedicated resources are freed but the
connection is still active.

Tele-surveillance

In this application, a UMTS terminal situated in a house or a flat transmits, every
10 minutes, to a control centre, the state of a number of movement sensors, tem-
perature sensors and fire detectors. The information transmitted amounts to at
most a few tens of bytes. To set up and close down a call from the mobile to the
network for every transmission could prove costly for the network in terms of
the exchange of signalling information.

In this case, it is preferable to set up a connection with the network at the moment
that the surveillance system is activated. This connection will remain open through-
out the period of the surveillance. The CELL_FACH state will be used for the data
transfer and the mobile will then be placed in the CELL_PCH state during the
periods of silence (Figure 4.20).

Functions of the RRC Layer

Over and above the management of the RRC connection (i.e. the set-up and close-
down of the connection between the mobile and the network and the handling of



82 UMTS: Origins, Architecture and the Standard

Data
rate

—p Time

/CELL FACI-> CELL_PCH > CELL_FACI—>

Figure 4.20 Tele-surveillance application.

the different states of the connection), the RRC layer of the UTRAN supports a
number of other functions:

o transfer of non-access stratum signalling;
e broadcasting of system information;

o allocation and de-allocation of radio resources. When a connection is being set
up, or even during a call, the UTRAN allocates resources to the mobile for both
uplink and downlink communication. The parameters of these resources are
communicated to the mobile by means of the RRC layer;

e mobility in the access network. The RRC layer includes all the functions needed
to keep track of the movement of the terminal in the access network. These func-
tions can be divided into two groups: handling the actions carried out by the
mobile and the handover functions.

In contrast to the GSM standard, in which the actions carried out by the mobile
and the sequence in which these are sent to the network are defined rigidly, the
UMTS standard is extremely flexible. For each mobile connected to it, the network
can specify both what it has to do and how often it has to do it.

The handover functions of the RRC layer themselves allow different types of han-
dover to be carried out, both intra-UMTS handovers and inter-system handovers
to GSM or ¢cdma2000 networks. These functions will be described in Chapter 8.

4.4.2 RLC Layer

The Radio Link Control (RLC) layer of the UTRAN is the protocol layer that pro-
vides the strictly level 2 functions, i.e. reliable transmission of data, coming from
the user. plane or the control plane, on to the radio interface between the mobile
and the UTRAN. We will see in this section that the RLC protocol is very similar
to the existing level 2 protocols, such as LAPD or HDLC.
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In what follows we will distinguish:

e the Service Data Units (RLC-SDU), i.e. the protocol units received by the RLC
layer from the higher protocol layers (RRC or PCDP, for example);

e the Protocol Data Units (RLC-PDU), i.e. the protocol units provided to the lower
layers (in this case, the MAC layer). These units may be prefixed by an RLC
header, depending on the RLC mode.

The RLC offers three different modes of working (transparent mode, unacknowl-
edged mode and acknowledged mode), which correspond to the different levels of
service offered by the protocol.

Transparent Mode

This mode corresponds to the lowest level of service offered by the RLC layer
(Figure 4.21). In this mode, the RLC performs no checking and no detection of
missing protocol data units.

The format of the RLC-PDU in transparent mode is extremely simple, since there
is no header and it is made up only of a single data field.

Transparent mode can, however, provide one function: segmentation of service
data units. Since the PDU has no header in transparent mode, segmentation can
only be done according to a pre-established scheme, i.e. by using predefined
segment sizes.

Unacknowledged Mode

Unacknowledged mode offers the possibility of segmenting and concatenating the
service data units sent (Figure 4.22). The receiving entity is, however, responsible
for reassembling the different segments before transferring them to the user layer.

We will see in Chapter 5 that the size of the protocol data units sent to the radio
interface is of the order of a few tens of bytes, depending on the capacity of the
resource allocated and the parameters of the transport channel used. This order of
size is well suited to speech transcoders, which deliver speech frames of compara-
ble size at regular intervals. Thus voice traffic can be carried effectively on the
UTRAN radio interface using the RLC transparent mode, since the segmentation
and concatenation functions would serve no useful purpose.

RLC-SDU

RLC-PDU

Figure 4.21 Transparent mode.
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Figure 4.22 Segmentation and concatenation.

In the case of applications supported by the Internet, however, especially file
transfer using FTP or web navigation, the IP packets routed by the network are gen-
erally of much larger size (from 40 to 1500 bytes). It then becomes necessary to
segment the service data units into packets of a size compatible with the demands
of the radio interface.

Concatenation allows a partially filled protocol data unit to be filled by all, or
part of, the following service data unit. When the last service data unit is sent, the
corresponding protocol data unit is, if necessary, filled with padding bytes.

As a complement to the functions of segmentation, concatenation and reassem-
bly, the RLC unacknowledged mode also provides a sequence number check for the
protocol data units (Figure 4.23). Thanks to the sequence number contained in
the PDU header, the receiving entity can detect missing PDUs, occurring, for
example, as a result of transmission problems on the radio interface. When one or
more segments of the service data unit received are missing, the SDU is declared
incomplete and is not sent to the higher layers.

In contrast to transparent mode, unacknowledged mode requires the presence
of a header to provide the functions described above. The PDU header contains
essentially the following elements (Figure 4.24):

e sequence number. This field contains the sequence number of the RLC-PDU, used
by the receiving entity to detect missing RLC-PDUs;

e one or several field length indicators. These fields allow the receiving entity to
separate the RLC-SDUs contained in the data part of the PDU.

RLC-SDU1 RLC-SDU lost RLC-SDU3

|poU1| |PDU2 | [pDUs| [PDUSG]| -

RLC-PDU not received

Figure 4.23 | Sequence number check.
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Figure 4.24 RLC-PDU format in unacknowledged mode.

The PDU header is of variable length because it depends on the number of length
indicator fields present. For this reason an extension bit (E) is used to mark its end.
This bit is set to 0 in the last byte of the header and to 1 in all the previous bytes.

Acknowledged Mode

This is the most complex of the RLC transmission modes. In addition to the func-
tions provided by unacknowledged mode, it provides the following functions:

e acknowledgement mechanism for the protocol data units transmitted;
o flow control (through suspend/resume messages sent by the RRC layer);
e error correction through re-transmission.

The provision of these functions implies the exchange of control information
between RLC entity pairs. This information is, in general, contained in special PDUs
called control PDUs.

The acknowledgement mechanism employed in the RLC protocol is comparable
to that used by the majority of level 2 protocols. The RLC layer uses in effect a
sliding window mechanism, according to which a certain number of PDUs, up to
the size of the window, can be transmitted without the need for acknowledgement
on the part of the receiving entity.

Figure 4.25 is an example of transmission of PDUs from the network to
the mobile, which illustrates this mechanism. At the start of the transmission, the
window is empty. It is filled as the transmission of the PDUs proceeds. When
the windowis.full; the sender.demands; by setting a polling bit (P), that the receiver
acknowledges the PDUs sent. The receiver responds by means of a control PDU
of type STATUS, containing the sequence number (SN) of the last PDU received
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Figure 4.25 The acknowledgement mechanism.

correctly. The STATUS PDU implicitly tells the sender that all the PDUs of lower
sequence number have been correctly received.

The size of the window can vary from 0 (every PDU must be acknowledged by the
receiver) to 2!2 - 1 (the maximum sequence number for the RCL-PDU in acknowl-
edged mode). This value is negotiated between transmitter and the receiver when the
link is set up. It can also be modified by the receiver in the course of the transmission.

The receiver can request the re-transmission of certain PDUs that have not been
correctly received, by the use of a mechanism comparable to the selective reject of
the HDLC protocol. As in unacknowledged mode, the missing PDUs are detected
by the receiver as a result of a discontinuity in the sequence numbers. The RLC
receiving entity can then ask the sender to re-transmit the missing PDUs by means
of a STATUS control PDU. This mechanism is illustrated in Figure 4.26.

Figure 4.27 shows the format of the RLC-PDU in acknowledged mode. The
sequence number field (coded here on 12 bits), the length indicator and the exten-
sion bit (E) of the header are identical to those of the PDU in unacknowledged
mode. The additional fields of the RLC-PDU in acknowledged mode are the polling
bit (P), used to force acknowledgement of the PDUs by the remote entity, and the
data control (D/C) bit, which serves to distinguish control PDUs from PDUs con-
taining user data.

For reasons of efficiency, acknowledged mode has provision for including a
control PDU of STATUS type as a replacement for the optional padding field at the
end of a PDU.

Transmission Modes and Logical Channels

Table 4.4 gives a list of the RLC transmission modes possible with each of the
UTRAN logical channels.
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Figure 4.26 Re-transmission of RLC protocol data units.
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Figure 4.27 RLC-PDU format in acknowledged mode.

Table 4.4 Permitted modes.

87

BCCH PCCH CTCH CCCH DCCH DTCH
Transparent mode X X X X X
Unacknowledged mode X X X X
Acknowledged mode X X
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The logical channels BCCH and PCCH use transparent mode, because they are
unidirectional channels used by the RRC layer. When the size of the blocks to be
transmitted is greater than that of the transport blocks, segmentation and reassem-
bly are carried out by the RRC layer. The dedicated logical channels DCCH and
DTCH are the only ones that can use all three RLC modes.

4.4.3 MAC Layer

The main function of the medium access control (MAC) layer is to control access
to the radio network. This function is implemented by means of the following two
sub-functions:

e multiplexing data on the transport channels;

e choice of transport channel and of the transport format, i.e. the format of the
data transported.

Multiplexing

Because of the great flexibility of the UTRAN, the MAC implements different types
of multiplexing.

When a common transport channel is used (the FACH, for example), the MAC
layer multiplexes the data flows of the different users of the channel. Further, the
MAC layer can multiplex different logical channels belonging to the same user (a
DCCH and one or more DTCH) on to a single dedicated transport channel of DCH
type. Figure 4.28 illustrates this double multiplexing function.

Shared logical channels Dedicated logical channels
CCCH CTCH DCCH DTCH -+ DTCH
e ———1 \r—_—/
r
MAC-

,_—l

MAC-c/sh

e
RACH FACH CTCH DSCH DCH DCH

Shared transport channels Dedicated transport channels

Figure 4.28 The MAC layer.
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Multiplexing the dedicated logical channels belonging to a single user is carried
out by the MAC-d (MAC dedicated) function. The data flows are either directed
towards one or more dedicated transport channels (DCH), or are multiplexed on
common transport channels, along with data flows coming from (or destined for)
other users. This second multiplexing function is implemented by the MAC-c/sh
(MAC-common/shared) part of the MAC layer.

Choice of Transport Format

In the section on transport channels, we have seen that a list of formats that can be
used, the TFS (Transport Format Set), is associated with each transport channel.
The choice of the data transport format is made by the MAC layer for each trans-
mission period. Based on the capacity offered by the resource allocated, the MAC
chooses the optimal format for each transport channel.

The MAC Protocol Header

Depending on the functions provided by the MAC layer, such as the type of multi-
plexing carried out or the type of transport channel used, a protocol header may
be necessary. Figure 4.29 shows the format of the MAC layer PDU. The data field
in the MAC-PDU contains the whole of the PDU received from the RLC layer.

MAC header
(46 bits maximum) MAC-SDU
><¢ >
UE-Id
TCTF type UE-Id| C/T Data (RLC-PDU) General case
MAC header MAC-SDU
<+—r < >
; Multiplexing over a dedicated
CT Data (RLC-PDU) transport channel (DCH)
MAC header MAC-SDU
< >« >
— Multiplexing over a shared
TCTF| .. |UE-Id| C/T Data (RLC-PDU) transport channel
type (CPCH,DSCH, RACH, FACH)
MAC-SDU
< >
Transparent mode
Data (RLC-PDU) (no multiplexing)

Figure 4.29 PDU format for the MAC layer.
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The header part of the MAC-PDU is optional and its format is variable. When
the MAC layer is used transparently, which is the case when no multiplexing is being
carried out, the header is not present. The MAC-PDU is then equivalent to the MAC-
SDU. This case occurs when a distinct transport channel is associated with each
logical channel; one DCH then corresponds to each DCCH or DTCH.

In contrast, when the MAC layer is carrying out one of the multiplexing
functions described above, the header is necessary to allow the receiving entity to
de-multiplex the different logical channels. The header contains more or less infor-
mation according to the type of transport channel used. Thus, when the user’s
logical channels are multiplexed on to a dedicated transport channel, the only infor-
mation contained in the MAC header is the C/T field, which is a logical channel
identifier. On receipt of the MAC-PDU, the remote entity can therefore tell to which
logical channel it belongs.

When one or more of the user’s logical channels are multiplexed on to a trans-
port channel common to several users, the MAC header contains additional fields:

o the Transport Channel Type Field (TCTF), which identifies the type of transport
channel used;

o the UE-Id, which contains the identity of the mobile receiving or sending the
MAC-PDU. This field is used when several logical channels belonging to differ-
ent users are multiplexed on to the same transport channel.

4.4.4 PDCP Layer

In version 99 of the UTRAN specifications, the function of the PDCP (Packet Data
Convergence Protocol) layer is to compress the protocol headers of TCP/IP packets.
This section shows why this compression is important for cellular networks and
briefly describes the compression algorithm employed in the UTRAN.

Importance of TCP/IP Header Compression

Internet protocols were designed to be used on fixed networks with high traffic
capacity and relatively low rates of transmission errors. They are therefore, in
general, simple and robust, and use fairly large protocol headers.

Several studies of Internet traffic characteristics have shown that more than 40%
of the IP packets that travel across the network are packets of very small size
(40 bytes). These 40-byte packets, made up of 20 bytes of IP header followed by
20 bytes of TCP header, are control packets associated with the TCP connection
and contain no user data.

The 552- and 576-byte packets correspond to the sizes of the PDUs frequently
encountered on the Internet. The 1500-byte packets usually come from Ethernet
networks linked to the public Internet (Figure 4.30).

Internet protocols, designed above all to be used on fixed networks without
particular constraints.in terms.of bandwidth, are, in fact, unsuitable for cellular
communication networks, whose capacity is much more limited and which are
characterised by significant error rates.
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Figure 4.30 Histogram of the size of TCP/IP packets.

TCP is not the only transport protocol in the IP world. However, more than 90%
of packets exchanged over the Internet are TCP packets, because they correspond
to the most widely used applications, Web navigation and FTP transfers. The impor-
tance of an efficient mechanism for compressing the headers of IP datagrams
transmitted over the radio interface is therefore clear. The radio resources will be
used more efficiently and the number of erroneous packets will be reduced as a
consequence of the reduction in the size of the packets transmitted.

Compression Algorithm for Protocol Headers

The PDCP layer of the UTRAN uses the TCP/IP header compression mechanism
described in the following IETF specifications:

e RFC1144: Compressing TCP/IP Headers for Low-Speed Serial Links;
e RFC2507: IP Header Compression.

For the present these are the only mechanisms usable by the PDCP layer. However,
PDCP has been specified in such a way as to allow other compression algorithms
to be included in the future.

The TCP/IP compression algorithm specified in the IETF documents is based on
the existence of a certain redundancy in the information contained in the headers.
Between two consecutive TCP/IP packets, a very small number of data fields are
going to change.

When IP packets are transmitted over the Internet fixed network, the header ele-
ments are, for the most part, used entirely for routing the IP datagrams across an
interconnected network with a complex structure made up of different routing
nodes. However, when the IP packets are transmitted across the radio interface, the
routinggpinformationgcontainedyingeach, header becomes superfluous, because
the communication between the mobile and the UTRAN uses a dedicated logical
link (the DTCH).
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Figure 4.31 shows in grey the TCP and IP header fields that are likely to remain
unchanged throughout the duration of a TCP connection. Among these fields,
there are, in fact, some that are supposed not to change during the life of a TCP
connection:

e the IP protocol version;
o the IP addresses of the source and destination;
o the source and destination TCP ports.

Some other fields, such as the checksum, used for the detection of transmission
errors, or the TCP sequence number, employed in the packet acknowledgement
mechanism, vary from one packet to another and must therefore be transmitted to
the remote entity.

Figure 4.32 shows the TCP/IP header after compression. The first byte identifies
the TCP connection in use. The second byte is a field of bits indicating the pres-
ence or absence of elements situated further on in the header. The only data element
that is kept identical is the TCP checksum, coded on 16 bits. The integrity control

32 bits
Version E::‘i;: Type Of Service Total Length
DIM
Packet ID F|F Fragment Offset
IPv4 header . :
(20 b\«'lc; Time To Live Protocol Header Checksum
Source Address
Destination Address
Source Port Destination Port
Sequence Number
TCP header
(20 bytes) Acknowledgement Number
Data UlA]PIR]S]F
Offset :“‘ I(( :I :F : \]. Window
1 Iy i
Checksum Urgent Pointer
Data

Figure 431 The TCP/IP header.
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function of the TCP transport layer is thus unchanged. In the best case, therefore,
the compressed header may only be four bytes long, corresponding to the non-grey
areas in Figure 4.32.

To gain a little more space, certain fields, in particular fields W, A, S and [, use
differential coding. Only the difference from the preceding value is transmitted, not
the value itself. Thus the field containing the sequence number of the TCP header,
coded on to 32 bits, occupies no more than 4 bits in the compressed header.

This mechanism presumes that the complete, uncompressed header is transmit-
ted at least once. After that, it is possible to use the compressed header alone.
The complete header is, however, used from time to time to refresh the context
information held by the remote entity.

8 bits
<+ »
Connection Number
R (0] I p S A W L

TCP Checksum (1)

TCP Checksum (2)

Random

=

4 bytes
minimum

U : Urgent Pointer

W : AWindow

A @ AAck

S : ASequence

1: AIPId

O : Options

Data

Figure 4.32 The compressed TCP/IP header.
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The gain brought about by TCP/IP compression is quite significant. A TCP
control packet will have its size reduced from 40 to 4 bytes. If we consider a TCP/IP
packet of 512 bytes (the average size observed), the header alone represents 7.8%
of the size of the packet. Thanks to the compression mechanism, this percentage is
reduced to less than 1%. The gain is still more significant when IPv6 (version 6 of
the IP protocol) is used, since its header alone is a minimum of 40 bytes.

4.4.5 BMC Layer

The purpose of the Broadcast/Multicast Control (BMC) layer is to provide for the
distribution of user messages on the radio interface, to meet the needs of the service
broadcast service. It also provides for repetition of information on the radio inter-
face when this information needs to be broadcast several times.

4.4.6 General View

Figure 4.33 shows a general view of the protocol layers of the radio interface. The
data packet received from the UTRAN core network is the N-PDU (Network PDU).
In the case of an IP packet, the N-PDU header is compressed by the PDCP layer,
that is to say, it is replaced by a smaller PDCP header. This new PDU is then seg-
mented by the RLC layer, which adds its own header to each segment. The RLC-
PDU is then handled by the MAC layer, which adds its own header if multiplexing
is taking place.

This case is one of the most complex because it exercises many of the functions
of the radio interface protocols. In the case of voice transmission, it is possible to
imagine a much simpler method of working, in which the RLC and MAC layers
would be used in transparent mode (no segmentation, no multiplexing of speech
frames), the PDCP layer then being unnecessary.

N-PDU

@ PDCP: compression of the TCP/IP header

FDCE Compressed N-PDU
header
D RLC: segmentation
RLC RLC data RLG : RLC data
header header
@ MAC: multiplexing
MAL_ I_{l s ) RLC data M . Rl RLC data
header header header header

Figure 4.33 General view of the BMC layer.



4 The UTRAN Radio Interface 95

4,5 Termination Points of the Radio Protocols

The GSM standard offers some flexibility with regard to the positioning of the radio
protocols in the equipment of the BSS access network. For example, the precise
position of the layers of the packet mode radio protocol (the RLC and MAC layers
of GPRS) is never specified. Indeed, the standard is content to describe the differ-
ent possibilities, leaving the final decision to the implementer. A logical entity,
called the Packet Control Unit (PCU) and representing the point of termination
of the radio interface protocols, is defined by the GSM specifications; it can be
positioned at different points in the GSM access network. Figure 4.34 shows the dif-
ferent network architecture options. These options are not, of course, equivalent.
The performance of the radio interface protocols and the size of the Abis and Gb
interfaces vary from one option to another.

In the case of option 1, the PCU is included in the BTS and is just upstream of
the channel coding unit. In options 2 and 3, the PCU is upstream of the BSC. In
these two cases, the PCU can be either an independent piece of equipment or
included in the BSC or the GSN.

In contrast to the GSM standard, the UMTS specifications define the functions
of each piece of UTRAN equipment for each transport channel.

In the case of the DCH, radio protocol layers are all located in the SRNC (Serving
RNC), i.e. the RNC that manages the RRC connection of the mobile to which the
DCH is allocated. The functions of the physical layer are divided between the Node
B and the SRNC, in order to support macro-diversity, a function that will be
described later (Figure 4.35).

Between the Node B and the SRNC lies the Iub interface, or possibly Iub and Iur
in the case that the Node B is not directly under the control of the SRNC.

Um Gb
— BTS BSC site GSN site
|
CCU
PCU :X: ; Option 1
CCU PETT
Abis
— BTS BSC site GSN site
- Z
CCU \\_ ........ .
_ >< PCU Y Option 2
II CCU Ir— P W
— BTS BSC site GSN site
- Z |
CCU | :
—_—— | i R OptiOl’l 3
— PCU = X

Gb

Figure 4.34 Implementation options for the GPRS radio protocols (source: 23.060).
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Radio interface Tub/lur interface
RRC | PDCP RRC | PDCP
RLC ¢ > RLC
MAC | »| MaC
PHY PHY
——P PHY
UE Node B SRNC
Figure 4.35 Termination points for DCH protocols.
Radio interface Tub interface
RRC | BMC RRC | BMC
RLC < p RLC
MAC |g p|  MAC
PHY PHY
< —P PHY
UE NodeB CRNC
Figure 4.36 Protocol termination points for the CCCH and CTCH.
Radio interface Tub interface
RRC RRC
RRC
RLC ¢—> RLC
MAC ¢—> MAC
PHY —P PHY
UE Node B CRNC

Figure 4.37 Termination points of protocols for the BCH transport channel.
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In the case of certain logical channels supported by the FACH transport channel
(for example, the CTCH or the CCCH), the protocol layers are necessarily situated
in the CRNC (Controlling RNC), because the information carried by these logical
channels is directly held by the CRNC (Figure 4.36).

The BCCH logical channel is used to broadcast control information into the
UTRAN cells. This information is broadcast periodically on the radio interface by
means of the RRC protocol, located in the CRNC corresponding to each cell. In
order to avoid overloading the Iub interface by the repetition of these messages,
the part of the RRC layer that handles the repetition is located in the Node B
(Figure 4.37).




The Physical Layer of the Radio
Interface

5.1 General Principles of CDMA
5.1.1 Multiple Access Techniques

In order to allow a group of mobile users to access the network simultaneously, it
is necessary to share, in one way or another, the radio resources managed by
the network operator. There are three main ways of providing such resource sharing
or multiple access: frequency division multiple access (FDMA), time division
multiple access (TDMA), and code division multiple access (CDMA).

Frequency Division Multiple Access

The principle of FDMA is to reserve for each user a portion of the available spec-
trum, which will be used throughout the call (Figure 5.1). Since FDMA is the oldest
multiple access technique, it is used by numerous systems.

Time Division Multiple Access

Sharing by time, or TDMA, is an alternative to FDMA. The users of a TDMA system
all use the same frequency band. The resource sharing is effected by allocating time
slots to each user (Figure 5.2). To achieve full utilisation of the common resource
the mobiles must transmit at very precise instances, which requires a periodic
check of the transmission times, carried out by the network. In fact, depending on
the distance between the mobile and the antenna of the network transmission

Frequency 4
£ User 1 |
5 | B User 2 |
1| R e ser o S e
‘?imu

Figure 5.1 FDMA.
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Frequency A

B
L

Time

User 1 User 2 User 3

Figure 5.2 TDMA.

equipment, it is necessary regularly to correct the transmission time in order to
take into account the propagation delay of the signal. This feature makes TDMA
systems a little more complex than FDMA systems.

The radio interface of GSM networks uses a mixture of TDMA and FDMA (Figure
5.3). The GSM standard specifies 200 kHz carrier frequency bands, each being
divided into eight time slots. The elementary resource allocated is thus charac-
terised by the pair (frequency, time slot).

Code Division Multiple Access

CDMA is radically different from the two previous multiple access techniques. The
users of a CDMA system all use the same band of frequencies at the same time,
separation between the different users being achieved by a code identifying each
one (Figure 5.4).

CDMA access can be compared to a group of people of different nationalities
where everyone is speaking at the same time but using different languages. A new
arrival who, for example, understood only English would be capable of extracting
phrases in English from the surrounding hubbub, the conversations of the other
participants appearing to be senseless noise. Of course, if the level of the general
noise coming from other conversations becomes too great, it will be much more
difficult, impossible even, for our visitor to understand what his compatriot is

saying.

Frequency &

, [TTTTT] v
1 l | ‘ ‘ | | | User 2
5 |- User 3

TS, TS, Time

Figure 5.3 TDMA/FDMA.
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Figure 5.4 (DMA.

In an analogous manner, in a CDMA system, a certain number of signals are
transmitted simultaneously in the same frequency band. They will all be received
by the CDMA receiver, whose job it is to extract the data intended specifically for
it from the set of signals received. This is possible because of the correlation prop-
erties of the codes used by the CDMA system. The receiver, knowing the code used
by the transmitter, is able to recover the data transmitted. In contrast, the other
signals, using different codes, will be eliminated because of their weak correlation
with the code used by the receiver.

As in the case of our imaginary meeting, when the level of noise (or, rather, inter-
ference) is too high, the receiving entity will no longer be able to recover the signal
transmitted. This phenomenon occurs when the limits of the system in terms of
capacity are reached.

5.1.2 Correlation Properties

CDMA systems use codes endowed with special correlation properties. The codes
are composed of fixed length bit strings.

The cross-correlation of two codes § = (S, Sy, ..., Sy) and T = (T, T, ..., Ty)
of length N is defined to be:

Ryoli) = (1)

The autocorrelation of a sequence S = (S,, S, . . . , Sy) is derived from the previous
definition and is defined to be:

N-1
Ry(i) = ' (=1)5*5
j=0
In general, correlation and cross-correlation functions measure the degree of dif-
ference between two signalsiIn'the case'of code sequences, the result of this func-
tion is in fact a vector, whose ith component is equal to the number of positions in
which S shifted i places left and T (not shifted) are equal less the number of places
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2 different pairs

Sequence S =

Sequence T =

5 identical pairs
Figure 5.5 Example of the calculation of the correlation between two sequences.

in which they differ. Figure 5.5 shows an example of the calculation of the cross-
correlation between two binary sequences. The value of the correlation function is
in fact equal to the number of pairs that are identical minus the number of pairs
that differ.

In a CDMA system, the codes used must satisfy the following correlation
properties:

e the autocorrelation function R (i) of each code is maximal when i = 0 and small
or negative for other values of i;

e the cross-correlation between the codes is small or negative, or even zero in the
case of a family of orthogonal codes.

Table 5.1 and Figure 5.6 show the value of the autocorrelation function for the
particular code S = (0111001).

Table 5.1 Values of the autocorrelation function of $.

i S(i) Rs(i)
0 0111001 7
1 1110010 -1
2 1100101 -1
3 1001011 -1
4 0010111 -1
5 0101110 -1
6 1011100 -1
7 0111001 7
Rs,s(i)
7
L\ N B
-H_ 7 I

Figure 5.6 Autocorrelation of S.
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Table 5.2 Values of the cross-correlation function of S and T.

i () T(i) Ry i)
0 0111001 1101001 3
1 1110010 1101001 -1
2 1100101 1101001 3
3 1001011 1101001 3
4 0010111 1101001 -5
5 0101110 1101001 -1
6 1011100 1101001 -1
7 0111001 1101001 3

Note that the autocorrelation function reaches its maximum (7, the number of bits
in the code) when i = 0 mod 7! and takes the value -1 for all other values of i.

Table 5.2 and Figure 5.7 give the values of the cross-correlation function between
the code S, used above, and the code T = (1101001). The codes S and T are not
strictly orthogonal and hence the cross-correlation function is not equal to zero.
However, it remains substantially below the maximum of the autocorrelation
function.

5.1.3 Multiplexing and Demultiplexing Data

In CDMA, information to be transmitted is multiplexed simply by multiplying it by
a code sequence allocated to the transmission. Figure 5.8 shows an example of a
data flow D(i) multiplied by the code S(i) used in the previous paragraph.

In CDMA systems, the data rate of the coding bits is greater than that of the data
bits (in our example, the data rate of the code sequence S is 7 times greater than
that of the data bits). In the next section we will see that this has an effect on the
bandwidth of the signal.

Before the data is multiplexed, the code bits and the information bits are encoded
using the NRZ (Non-Return to Zero) convention. The data signal D(¢) is then simply
multiplied by the code signal S(¢). The result D(t) - S(t) corresponds to the signal
S(t) modulated by the signal D(¢).

RS,T(i )
3

Figure 5.7 Cross-correlation of the codes S and T.

IThe notation m = n mod k, where m, n and k are integers (read as m is congruent to n modulo k) means
that (m-n) is exactly divisible by k.
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NRZ coding

Figure 5.8 Transmission encoding.

At the receiver, the same operation is carried out. Assuming for simplicity that
all the signals follow the same path, we can regard the signal received, R(t), as
identical to the signal transmitted, apart from a propagation delay of T, so that
R(t) =D(t-7) - S(t - T).

The signal received is then multiplied by C(f - 7), a copy of the code used by the
transmitter, shifted by T, to retrieve the data transmitted. The delay T must be
applied to the copy of the transmitter’s code because, as we have seen, the maximum
of the autocorrelation function is only attained when the two sequences are aligned
(Figure 5.9).

A receiver using the code T will carry out the same operation but, because the
codes S and T are not correlated, the result D(t - ) - S(t - ) - C(t - 7) will be rejected
by the receiver.

In the case of simultaneous transmission of different signals, a composite signal,
the sum of the different coded signals, is broadcast. This signal is therefore equal
to

E(®) =D,(8) * S,(t) + Dy(t) + S,(8) + ...+ D,(t) * S,(F)

where D,(t) is the signal to be sent to receiver i and S(¢) is the corresponding code
sequence.

When the data received is de-multiplexed, the receiver 7 will multiply the signal
received by Sj(t), to obtain

Di(t-7)§(t-7)St-1+...+Dft-7)St-7) *St-1+...
+D,(t-7)+S(t-7)*S(t~-1)

sy [ ] [] peys) | []
] L] L [ L |
] M 1.0 1.1
) L L L L ey .
0111001 1101001
DWS(EIXS(¢) , AT 1 [] ]
o DUSOT) - 8

Figure 5.9 Decoding at the receiver (with t — 7 =),
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Fori # j,all the products S(t - 7) * Sj(t - 7) are close to zero and so the signal recov-
ered by receiver j will be D(t - 7), which is what is required.

5.1.4 Use of Bandwidth

This section describes briefly the effect that the use of CDMA coding at the level of
the UTRAN interface has on bandwidth requirements. The explanation offered is
very simplified and its purpose is only to explain the principles that govern CDMA
systems. There are numerous works on signal processing that address this subject
in much greater detail.

The code sequences used by CDMA systems are of a pseudo-random nature and,
for this reason, they are sometimes called pseudo-noise. It is this feature that
enables us to calculate the bandwidth occupancy of the data signals.

Figure 5.10 shows the effect of the coding of a data signal in the frequency
domain.

We have seen that, after NRZ encoding, a data signal D(t) can be represented in
the form of a series of impulses of amplitude +1 or -1, and of period T;. The laws
of signal processing show that the energy of such a signal is largely contained in
the frequency band {-1/T;, 1/T,}. The maximum amplitude of S(f), the power spec-
trum of the signal D(t), is equal to T,. (More generally, it is equal to aT;, where a
is the amplitude of the impulses.)

The period T of the bits used for the coding is less than Td. The frequency band
of the coded signal, {-1/T,, 1/T}, is therefore larger than that of the data signal.
Similarly, the maximum amplitude of the power spectrum of the coded signal (pro-
portional to T,) is smaller than that of the data signal (proportional to T,). The
coding process thus spreads the power of the data signal over a broader frequency
band. This type of technique is called Direct Sequence Spread Spectrum (DSSS),
because the data signal is directly multiplied by the code sequence.

The ratio between the bandwidth of the coded signal and the bandwidth of the
original signal data is known as the spreading factor (SF) or the processing gain. It
is, in fact, equal to T,/T,, the ratio of the length of a data bit to the length of a coding
bit. The concept of processing gain is important because it determines the capac-
ity of CDMA communication systems. We will return to this point in Section 5.1.10.

+1 N{))

D()

/'y
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S() A

pw.co | ] T,

-1 T,

Figure 5.10 Spectrum of a CDMA signal.
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144 Kbit/s | 85 A

14.4 Kbit/s | 256
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N=3 <

v

3.6864 Mcps 3.75 MHz
Figure 5.11 Example of spectrum spreading in cdma2000.

In the terminology of CDMA systems, the term chip rate (a chip being a code bit)
is used to designate the bit rate of the coding sequence used. The second genera-
tion system IS-95, which makes use of CDMA technology, uses a chip rate of 1.2288
Mcps (1 Mcps = 1 Megachip per second = 10° chips per second). The UTRAN uses
a higher chip rate of 3.84 Mcps. As a result the signal is spread over a much wider
band than in IS-95. To distinguish between these two systems, the CDMA used in
the UTRAN is known as wide band CDMA (WCDMA).

The chip rate used in the UTRAN is fixed. All the channels of the UTRAN radio
interface are therefore spread in the same way, whatever their data rates.

The cdma2000 system uses a different technique. Several different chip rates can
be used, all multiples of the basic chip rate used in IS-95: N x 1.2288 Mcps, where
Nisoneof 1, 3, 6,9 or 12. Thus, for different user data rates, depending on the chip
rate used, different spreading factors can be obtained, as Figure 5.11 shows.

Many other techniques for spectrum spreading exist, which are not employed in
the UTRAN. By way of examples, we can mention the following:

e FH-SS (Frequency Hopping Spread Spectrum). In contrast to DSSS, the modu-
lating frequency of the FH-SS is not constant but varies from one period to
another.

e TH-SS (Time Hopping Spread Spectrum). The sender does not transmit contin-
uously but only at certain precise moments. During the transmission periods, the
whole frequency band is used.

e Hybrid techniques such as MC-CDMA (multi-carrier CDMA), used in the
cdma2000 standard.

5.1.5 Multi-path Propagation (Rake Receiver)

In a multi-path propagation environment, the receiver receives different copies of
the signal sent, shifted in time and corresponding to the different paths taken by
the signal (Figure 5.12).

Two.approaches.are possiblesIn.the first, only the signal coming from the dom-
inant path is processed, the other copies being treated as interference and removed
by the receiver. In the second approach, the different contributions received are
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Figure 5.12 Multiple paths in an urban environment.

combined so as to benefit from the diversity of the transmission routes. The receiver
used to implement this process is called a rake receiver. It can be used both on
the uplink (in the Node B) and on the downlink (in the mobile). The principle is
illustrated by Figure 5.13.

The different branches of the receiver correspond to the main transmission paths.
In each branch, the signal received is correlated with a copy of the code used by
the sender, shifted by the propagation delay for that path.

5.1.6 Codes Used in the UTRAN
OVSF Codes

The codes employed on the UTRAN radio interface are of the type known as orthog-

onal variable spreading factor (OVSF). In the UTRAN specifications, the OVSF

codes are called channelisation codes or channel codes, because, thanks to the cross-

correlation properties of OVSF, each sequence is specific to a single channel.
OVSE codes have the following properties.

o The sequences are strictly orthogonal, i.e. the cross-correlation between two code
sequences is zero.

Clrt))
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Figure 5.13 Example of a two-branch rake receiver.
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o The sequences are not all of the same length, which allows for different spread-
ing factors, depending on the data rate of the data to be transmitted.

We have seen that third generation systems offer a wide range of data rates, from
a few kilobits to a few hundred kilobits per second. We have also seen, in the pre-
vious section, that the approach adopted by the cdma2000 radio interface was to
offer a range of chip rates, thus allowing the system to offer different user data rates.
In contrast, the UTRAN chip rate is fixed. The use of OVSF codes allows the SF to
be varied, depending on the user data rate.

Figure 5.14 shows an example of variable SF resulting from the use of OVSF codes.
In the first case, the user data rate is R. Each data bit is spread by a code sequence
of length 2. In the second case, the user data rate is 2R. To each data bit, there
therefore correspond 2" code chips, which corresponds to length of the code
sequence used.

The OVSF codes used in the UTRAN are generated recursively, starting from the
following definition:

C1 = (C1,1) =(1)

— C2,1 — 11
()=

CZn,l (Cn,l)(cn,l)
C2n,2 (Cn,l)(_cn,l)
C2n,3 (Cn,z)(cn,z)

Cona  |=|(C(=C,p) |, m 22

CZn,Zn—l (Cn,n)(cn,n)
C2n,2n (Cn,n)("cn,n)

User data rate R |

Processing gain G I ' l i l I ‘

—>
Sequence of 2" chips

User data rate 2R |

Processing gain G/2 } ' l ‘ ‘ | I l ’ ’ ’ I

4+—>
Sequence of 2" chips

Figure 5.14 OVSF and variable processing gain.
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Cy1=(1,1,1,1)
Ci=(1,1)

Cap=(1,1,-1-1)

Ci=()

Ci3=(1,-1,1,-1)
Coa=(1,-1)

Coa=(1,-1-1,1)

SF =1 SF=2 SF =4

Figure 5.15 OVSF code tree (source: 25.213).

The OVSF codes can also be represented in the form of a tree, as shown in Figure
5.15. All the code sequences situated at the same level in the tree are of the same
length and thus generate the same SF (an SF of 4 for all the codes C,;).

The tree structure brings out the cross-correlation properties of the OVSF codes.
It is easy to see that two sequences at the same level of the tree are strictly orthog-
onal when they are aligned. For example, the cross-correlation of C,, and C,; is
zero, according to the definition given in the previous section.

In contrast, two codes situated on the same branch of the tree, one being, for
example, the child of the other, are not necessarily orthogonal. It follows that a code
cani €an only be used if no other code is used that lies either on the sub-branches
generated starting from C,,; or on the path from C,,; back to the root. This
constraint is necessary to keep the codes used by the transmission system orthog-
onal. It seriously limits the number of codes that can be used simultaneously. Thus,
when the four codes giving an SF of 4 (or the eight codes giving a gain of 8)
have been used, no other code from the tree can be assigned. The maximum SF per-
mitted by the UTRAN standard is 256 for uplink channels and 512 for downlink
channels.

Scrambling Codes

The OVSF codes of the UTRAN cannot be used as they are because they do not give
rise to pseudo-random sequences (for example, C,, is a series of 256 ones). It is
therefore necessary to resort to a second level of coding, this time using PN
sequences, in order to achieve proper spectrum spreading. The codes used in this
second level of coding are called scrambling codes.

There are a variety of methods of generating PN sequences. One of the simplest
uses a generator based on shift registers (§) and binary half-adders (or, equiva-
lently, exclusive OR gates), represented by the symbol .

Figurey5:16;showsrangexamplejofsasPNysequence generator based on this princi-
ple. The initialisation sequence must not, of course, be zero since 0 € 0 = 0. The
output of the generator is the sequence C of the preceding section.
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Initialisation values: () 0

1
_, ...0111001

L <
VA

Output sequence generated:

Figure 5.16 Example of a PN sequence generator.

Sequences generated in this way are called linear feedback shift register (LFSR)
sequences. We note that they are periodic, of period 2" - 1, n being the number of
shift registers in the generator.

The structure of the generator for the scrambling codes used in the UTRAN is a
little more complicated. Figure 5.17 shows the structure of the generator for the
codes used in the uplink direction. The generator has a double structure because
the scrambling codes used by the UTRAN are complex codes, for which C, ., 7 rep-
resents the real part and G, , , the complex part. We will consider the use of this
complex code in the section on the operation of the physical layer.

Since the generator is made up of 25 shift registers, the code sequence generated
consists of 2% - 1 bits. Because of the structure of the UTRAN radio channels, only
38,400 bits of the sequence are kept in the total sequence, in order to have avail-
able a scrambling code of a size equivalent to the size of a radio frame. (We
will see, in the section on the structure of the physical channels, that the radio
channels of the UTRAN are cut up into frames of 10 ms, which corresponds to
38,400 chips.)

Initialisation values: () 0 Output sequence generated:

1
__, ...0111001

L«
VA

fanV

Figure 5.17 Scrambling code generator for the uplink (source: 25.213).

5.1.7 Use of Codes in the UTRAN
Allocation Principles

As a result of the way in which the OVSF codes are constructed, the cross-correla-
tion properties between OVSF sequences are only guaranteed when they are syn-
chronised. Figure 5.18 shows, in fact, how the sequences C, , and C, , are orthogonal
when they are aligned. In contrast, when a shift is introduced between the two
sequences,.the cross-correlation _properties are not necessarily satisfied. In the
example in the figure, the two sequences seem perfectly correlated (the cross-cor-
relation function is equal to 4) when the C, , sequence is delayed by one bit.
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Figure 5.18 Cross-correlation of two OVSF sequences.

In order to maintain the orthogonality between the transmission channels, the
network must therefore synchronise the different codes used in sending signals
from a single cell. The different channels will all be received by the mobile, with
the same synchronisation (after compensation by the rake receiver in the case of
multiple paths), allowing the mobile to decode correctly the signals intended for it.

In the uplink direction (i.e. mobile to network), it is impossible to obtain such
synchronisation. One mobile simultaneously using several physical channels can
synchronise the corresponding code sequences, but it is difficult to synchronise the
code sequences for channels coming from different mobiles, because such control
would impose too many constraints on the network.

Because of the synchronisation problems in the uplink direction, the code
allocation principles are different for the two directions.

For the downlink direction, the network can use the whole of the OVSF tree in
each cell, provided, of course, that the allocation constraints regarding parent and
child in the same branch, described in the previous section, are respected. Further,
each cell uses its own scrambling code C,, guaranteeing independence between the
channels of different cells (Figure 5.19).

For the uplink direction, orthogonality between the OVSF codes used by differ-
ent mobiles cannot be guaranteed. Accordingly, the network must allocate to each

Figure 5.19 Example of code allocation for downlink channels.
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Figure 5.20 Example of code allocation for uplink channels.

mobile its own scrambling code C,. Each mobile can then use the whole of the OVSF
tree. Figure 5.20 shows an example in which the code Cj , is used simultaneously by
two mobiles in the same cell, but using two different scrambling codes.

Shortage of Codes

As a result of successive allocation and de-allocation of codes, it may happen that
the allocation of new codes becomes impossible, even though the tree is only very
sparsely filled. In the example in Figure 5.21, the codes C,;, and C,;; are used. In
this case, the codes C;; and C;, are unusable because of the allocation rules for OVSF
codes. In the case of a packed tree, it is possible to allocate the codes C,;,, C,;, and
C,, simultaneously.

To alleviate the problem of shortage of OVSF codes, the UTRAN standard offers
several possibilities.

The first method is to pack the codes used in such a way as to free as many of
the branches of the tree as possible. This amounts to reconfiguring some physical

Codes C, unusable After ‘packing’ the tree

Figure 5.21 ' The effect of packing the OVSF tree.
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channels whose code has changed. This procedure, entailing signalling exchanges
between the network and the mobiles concerned, is carried out by the RRC layer.

The second method involves replacing a code with SF i by two codes with SF 2i.
In the example in Figure 5.21, this procedure amounts to dividing the data, which
should have been transmitted on one channel using one code C,, between two
different channels using the codes C,;, and C,, .

The third method consists of using a second scrambling code in the cell. In our
example, the codes C,;, and C,; ; would be used with the scrambling code C;;, and the
code C; , with the scrambling code C,,, the independence of the corresponding chan-
nels being guaranteed by the cross-correlation properties of the codes C,; and C,,.

i

5.1.8 CDMA Planning

Planning the physical layout of the cells in GSM networks is a delicate operation.
The local regulatory bodies (in the UK, the Radiocommunications Agency, now a
part of Ofcom) allocate a set of frequencies to each network, the geographical dis-
tribution of the allocated spectrum then being the responsibility of the network
operator.

Looked at in a very simplified way, cellular planning in GSM networks involves
allocating a narrow band (200 kHz) carrier frequency to each cell. Because the mul-
tiple access technique used in the GSM radio interface is FDMA or TDMA, there
must be a certain minimum distance between two cells using the same frequency
in order to limit interference and collisions between the resources allocated to users.
One classical procedure for cellular planning is to define a pattern, called the reuse
pattern, which is repeated over all or part of the network. By way of example, Figure
5.22 shows the use of a pattern of size four.

There are some problems associated with this technique, in particular when the
operator wants to improve the density of coverage by adding new cells to a region
already covered. Such an operation cannot be carried out without modifying, more
or less drastically, what is already in place.

As a general rule, the cells of a CDMA system all use the same frequency (Figure
5.23), a 5 MHz band in the case of the UTRAN FDD. Cellular planning for CODMA
systems therefore seems much simpler than for systems using FDMA or TDMA.
Indeed, this is one of the arguments most often put forward in favour of CDMA.

Figure 5.22 | Cell planning in GSM.
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Figure 5.23 Cell planning in CDMA.

Despite the simplicity of the frequency configuration, CDMA networks are not
without planning problems. We will see in the section on physical channels that
two important parameters must be set for each cell:

e the secondary synchronisation code for the channel;
e the primary scrambling code.

There are only a limited number of these codes. It is therefore necessary to resort
to reuse patterns, just like those used for frequency configuration in GSM. The task
is, however, less complex because the UTRAN standard defines a substantial
number of synchronisation and scrambling codes (64 secondary synchronisation
codes and 512 primary scrambling codes are available).

5.1.9 Power Control

In a CDMA system, control of transmission power is particularly important,
because users of the network, in contrast to users of a TDMA or CDMA network,
are all using the same band of frequencies at the same time. Since each user can
be considered a source of interference for the others, the capacity of a CDMA
system is greatest when all the signals received by the receiver have the same power
levels.

In the case of uplink transmission, in the absence of any control over the trans-
mission power of the mobiles, those mobiles situated at the limit of the cell’s range
will be at a disadvantage in comparison with those close to the antenna of the base
station, because they will be received more weakly. This is known as the near-far
effect. It is therefore necessary to adjust the transmission power of the mobiles on
the network. This is carried out through the TPC (Transmit Power Control) bits
transmitted by the Node B on the dedicated physical channels, described at the end
of this chapter.

In the downlink direction, all the signals are sent from a single source (the base
station), which means that the transmission power levels can be balanced. Power
control in the downlink direction is necessary, however, in order to limit interfer-
ence generated in neighbouring cells.
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5.1.10 Capacity Limits

In a transmission system, the correct receipt of information transmitted requires a
certain minimum value for the ratio of the energy received per bit of information
to the noise or level of ambient interference (Figure 5.24). This ratio is known as
the signal-to-noise ratio (SNR) and can be expressed in the form E, / N,, where E,
is the energy per useful bit and N, is the spectral density of the noise.

From the point of view of the CDMA receiver (R, for user i), the useful energy
per bit can be expressed in the form of the ratio between the power received, P; for
user i, and the useful data rate D, i.e. as P,/ D.

So far as the spectral density of the noise is concerned, the major source of
noise in the system can be considered to come from the signals transmitted by
the N - 1 other users of the system. If we assume that power control is perfect
(P, = P,=...=Py), we can estimate the power of the noise as (N - 1) P,/ B, where
B is the transmission bandwidth of the signal (3.84 MHz for UTRAN/FDD). The
signal-to-noise ratio can then be written in the form:

Pi
E,, D B
N, (N-1P, DN -1)
B

If we neglect the difference between N and N - 1, we have

v (5l

If we take a typical value of E,/N, to be 6 dB and D equal to 12.2 kbit/s (i.e. all
the calls are voice calls), we obtain N = 26 - 6 =20 dB, that is an estimate of 100
users per cell for telephone services. This result can also be shown graphically
(Figure 5.25).

In a CDMA system, the resource that is shared is transmission power. In a much
more critical way than in FDMA or TDMA systems, bad power allocation (for
example because of poor or defective power control) will lead to a severe degrada-
tion of the network capacity.

P, P, P,
D, Kb/s D, Kb/s D, Kb/s

e

Receiver
R

i

Figure 5.24 Signal-to-noise ratio.
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Figure 5.25 Graphical representation of the signal-to-noise ratio.

5.2 General View of the Physical Layer of the UTRAN

A certain number of operations are carried out by the physical layers of the fixed
network and of the terminal. Figure 5.26 shows how these operations are linked
in the case of a channel transmitting from the network to the mobile and vice
versa. It will be seen that most of the operations are common to the up and down
channels.

The operations carried out by the physical layer can be grouped into three sets:

operations at the transport block level, carried out independently on the trans-
port blocks of each transport channel;

operations at the CCTrCH level, dealing with the functions common to the trans-
port channels multiplexed on to a single CCTrCH;
e operations at the level of the physical channel.

Figure 5.26 also shows how the types of channel manipulated correspond to the dif-
ferent functions of the physical layer. The application of the transport format as
required by the level 2 protocol layers is thus left entirely to the physical layer of
the radio interface.

The remainder of this section describes briefly the functions used in the physi-

cal layer. Those functions needing more detailed explanations are described in
separate sections.

Error Checking

The error-checking mechanisms include adding the CRC and channel coding. These
mechanisms are described in later sections.
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Figure 5.26 Operation of the physical layer.

Concatenation/Segmentation of Transport Blocks

The purpose of this operation is to prepare the data for channel coding.

When several transport blocks of a single transport channel are transmitted in
the same time interval, the different blocks are concatenated into a single block
which is then passed on to the channel-coding function. However, in order to limit
the complexity of this function, this block is segmented if its length exceeds a certain
value (the maximum size of a data block to be coded is 504 bits for convolutional
coding and 5114 bits in the case of turbocode).

Equalisation and Data Rate Matching

The purpose of the data rate matching function, described in a later section, is to
adjust the size of the blocks coming out of the channel coding to the capacity of
the physical channel, the number of bits in a coded block not necessarily being
equal to the number of bits that a physical channel can carry. The equalisation func-
tion has a rather similar role, since, by adding bits, it allows the length of the coded
block to be adjusted to match the segmentation into frames.

As an_example, consider a transport block whose transmission time is 40 ms,
which will be cut into four segments of equivalent total length, each one transmit-
ted in a 10 ms frame. The purpose of the equalisation function is to ensure that the
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size of the coded transport block is indeed a multiple of 4, by adding the necessary
number of bits.

First and Second Interleavings

The purpose of the interleaving functions is to optimise the error control processes.
The functions are described in later sections.

Frame Segmentation

The purpose of this function is to segment the coded transport blocks according to
the TTI (transmission time interval) of the transport channel. For example, a trans-
port block on a channel with TTI equal to 20 ms will be cut into two segments, each
segment being carried by a different radio frame.

Multiplexing of Transport Channels

This function is used when different transport channels are multiplexed on to one
CCTrCH. The segments of transport blocks from each of the multiplexed transport
channels are simply concatenated.

Physical Channel Segmentation

This function is employed when several physical channels are used to transport the
data from a particular CCTrCH.

Spreading and Modulation

The purpose of these operations, described in later sections, is to adapt binary data
for transmission over the radio interface.

5.2.1 Error Control

In order to protect data against transmission errors on the radio interface, special
protection methods are included in the physical layer of the UTRAN.

The UMTS specifications offer a wide choice of error control methods. The choice
of the method to be used is carried out by the UTRAN, taking into account the
quality of service requirements placed on each radio access bearer by the core
network.

In a general way, error control methods can be divided into two groups:

e Techniques of the ARQ (Automatic Repeat Request) type. When an erroneous
frame is received, the receiver can either reject the frame or demand its re-
transmission. This function is typically provided by the RLC layer of the UTRAN.

e Forward error correction (FEC) techniques. In this case, special coding is
applied to the data to be transmitted. This operation, called channel coding,
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generates extra bits that will be used by the receiving entity to correct the
transmission errors.

The rest of this section describes briefly the methods of error correction used by
the UTRAN physical layer.

Error Detection Using CRCs

Error detection using a cyclic redundancy check (CRC) is a mechanism widely
employed in transmission networks. In particular, it is used in the radio interface
of GSM networks (Table 5.3).

The specifications of the UTRAN define five layers of error detection, corre-
sponding to five different sizes of the CRC, going from 0 (no CRC error detection)
up to 24. The choice of which level of error detection to apply is made by the
UTRAN, on the basis of the quality of service attributes of the corresponding RAB.

Convolutional Codes

The plan of a convolutional coder is comparatively straightforward since it is made
up of shift registers and binary half-adders (otherwise known as exclusive OR
gates), represented by the @ sign. Convolutional codes are also used in GSM
networks.

The first coder shown in Figure 5.27 produces two output bits for each input bit.
The code rate, the ratio of the number of input bits to the number of output bits,
is thus /4, because a sequence of n bits will be encoded on to 2n bits. An 8-bit header
is added to the 7 bits of information to be coded. This provides protection equiv-
alent to that obtained by the bits placed at the end of the sequence.

The coder with a code rate of /s follows the same principle. This coder produces
more robust protection than the previous one, at the cost of higher redundancy
(a sequence of n bits will be coded on to 3n bits). Decoding such a sequence in
the receiving entity is a much more complex operation than coding it. The Viterbi
algorithm is used.

Turbocodes

Turbocodes are made up of convolutional coders used in parallel. Turbocodes were
introduced into the standard because of their error correction performance.

Table 5.3 The polynomials used for error detection.

Polynomial used CRCsize
D) =D"+ DB+ D6+ D5+ D+1 24
TP =D"+ D7+ D°+1 16
I D) =D+ D+ D*+ D?+ D+1 12

I (D) =D% +D7 +D*+ D3+ D+1 8
. 0
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Figure 5.27 Convolutional coding in the UTRAN (source: 25.212).

By way of information, Figure 5.28 shows the schema of the turbocoder used in
the UTRAN. The code rate is V5.

As in the case of the CRC, the type of channel coding (convolutional coding or
turbocode) is chosen by the UTRAN on the basis of the quality of service attributes
negotiated between the user and the core network.
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Figure 5.28 Schema of the UTRAN turbocoder (source: 25.212).
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5.2.2 Rate Matching

The purpose of this operation, carried out after the channel coding phase, is to
adjust the size of the coded blocks to the parameters of the physical channels of the
radio interface. These physical channels in fact offer a fixed number of bits per
frame, which does not necessarily match the size of the data packets supplied by
the higher layers.

When radio resource is being allocated to the user, the network must choose a
code whose spreading factor is as close as possible to the data rate requested. The
data rate of the chosen resource may therefore be greater or less than the rate of
the data to be transmitted. The network must work out the best compromise,
knowing that allocating too much resource risks jeopardising the capacity of the
network as a whole.

When the size of the blocks provided by the channel coding function is greater
than that of a physical block (depending on the maximum number of data bits that
a radio frame can contain), certain bits of the coded block are suppressed. This is
known as ‘puncturing’. Puncturing is based on an algorithm for determining which
bits can be suppressed, i.e. the bits whose suppression will not damage the error
control too much.

On the other hand, when the size of the coded blocks is less than that of the phys-
ical blocks, certain bits are repeated in order to fill the frame to be transmitted.

The data rate matching operation is carried out at the level of each trans-
port channel. It must, however, take into account the respective sizes of the
transport blocks that will later be multiplexed on to the same CCTrCH.

5.2.3 Interleaving

The purpose of error control methods used on the UTRAN radio interface, such as
convolutional coding, is to protect the data transmitted against the high error rates
associated with radio transmission. The ability that these methods have to detect
and correct errors is reduced when the errors occur in groups, which is unfortu-
nately the case with errors due to radio transmission. In order to make the
distribution of errors more random and thus to improve the error correction
performance, a phase in which the bits transmitted are mixed is added to the phys-
ical layer processing chain. We saw in the general description of the physical layer
of the UTRAN that there are two levels of interleaving: in the transport block and
at the level of the radio frame.

Interleaving at Transport Block Level

The first level of interleaving is carried out on the transport block, after channel
coding has been applied. The bits of the coded transport block are interleaved
before cutting the block into segments, which will then be carried by different radio
frames=if anrerroroccursrinraframeythererroneous bits will in fact be distributed
over the whole of the transport block after the bits have been put back into order
by the receiver (Figure 5.29).
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Figure 5.29 First interleaving.

Interleaving at Frame Level

The second level of interleaving takes place on the radio frame. The bits of the radio
frame, made up of one or more transport block segments, are interleaved before
cutting the frame into 15 slots. If one of the slots is corrupted during transmission,
the operation of putting the bits back into order will distribute the erroneous
bits over the whole of the radio frame. The errors will thus be distributed over the
different segments of the transport blocks making up the frame (Figure 5.30).

Interleaving Process

The process used in the UTRAN for the two levels of interleaving is a simple
mechanism called block interleaving, shown in Figure 5.31. The data bits taken

Radio frame (10 ms)
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nd interleaving.
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sequentially are placed into the rows of a matrix. The number of columns of the
matrix depends on the transmission time interval (TTI) for the first interleaving
and is fixed at 30 for the second interleaving. The functions of data rate equalisa-
tion (for the uplink channels) and data rate matching (for the downlink channels),
previously carried out, make it possible to ensure that the number of bits to be
interleaved is divisible by the number of columns, so that the matrix is completely
filled.

The columns of the matrix thus formed are permuted in a way specified in the
standard and which depends on the number of columns in the matrix. The matrix
is then read column by column.

The value of the TTI associated with the transport channel plays an important
role in the effectiveness of the interleaving mechanism.

In the case of a transport channel with a low TTI (10 or 20 ms, for example), the
benefit of the interleaving is reduced because the possible transmission errors
remain relatively grouped. Each coded transport block will, in fact, be distributed
over only a very small number of radio frames (one or two in our example).

In contrast, in the case of a high TTI (80 ms, for example) each coded transport
block will be carried by eight frames. The use of a high TTI coupled with the two
levels of interleaving allows the erroneous bits in a radio frame to be distributed
over a large number of coded transport blocks, thus improving the effectiveness of
the error control mechanisms.

The use of high TTI values entails a transmission delay equal to the length of the
TTI, which can be prejudicial to the quality of service provided to the user. These
high values are therefore kept for services that are sensitive to transmission errors
and not subject to real-time constraints.

In the contrary case, voice telephony for example, the UTRAN must use low
values of the TTL In the case of voice telephony, transmission delays greater than
100 ms quickly become irritating to users.

5.2.4 Spreading and Modulation

This section describes the spreading and modulation operations carried out by the
physical layer before passing the data to the radio interface.
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> Complex scrambling

Figure 5.32 shows the processing sequence for a downlink physical data channel
DPCH. The bits supplied by the higher levels (dedicated physical data channels) are
time multiplexed with the physical layer control bits (from the dedicated physical
control channels). The resulting flow of bits is NRZ coded, then separated, the odd-
numbered bits being directed towards the I branch and the even-numbered bits
to the Q branch.

The bits on the two branches are encoded with the code C, of the OVSF tree,
then scrambled with the complex scrambling code C; = C;; + jC,,. The complex
scrambler carries out a multiplication between a complex signal §; + jS, and the
complex code C, = C, + jC,,, the result being a signal with a data rate of 3.84 x 10°
complex symbols per second. QPSK (quadrature phase-shift keying) is then applied
before passing the signal to the radio interface.

For the physical channel DPCH in the uplink direction, the situation is slightly
different. The operations carried out are almost identical except that the control
bits are not multiplexed with the data to be transmitted but are passed directly to
the Q branch (Figure 5.33). We will examine the reason for this difference when we
describe the structure of the physical channels.

QPSK Modulation

The purpose of this modulation is to adapt the transmission infrastructure to
handle a digital signal made up of binary elements.
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In general, a modulated signal can be represented in the following form:
S(t) = A(t) - cos2mf t + ¢(t))

According as to whether the useful information is carried by the amplitude A(t) or
by the phase ¢(t), we speak of amplitude modulation or phase modulation. Certain
types of modulation, such as quadrature amplitude modulation, combine the two
techniques.

QPSK is a member of the family of phase modulation techniques. A simplified
schema for a QPSK modulator is shown Figure 5.34. It is made up of two branches
described as ‘in quadrature’, because they are modulated by carrier frequencies that
are 7/2 out of phase.

The NRZ coded bits are distributed on to the I and Q branches of the modula-
tor, to be finally modulated by a carrier of frequency f,.. Multiplication of the
carrier frequency by the NRZ symbols has the effect of changing the phase of
the carrier by = at each change of symbol (Figure 5.35).

A.cos 2nf t
! fl\
X
Seriest 0
NRZ o parallel H—>
signal conversion
Q
(X}
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Figure 5.34  Simplified view of a QPSK modulator.
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The signal emitted by the modulator is the result of summing modulated carri-
ers from the I and Q branches, which is, in effect, a carrier of frequency f, with phase
shifts of nm/4, n being equal to 1, 3, 5 or 7, depending on the combination of symbols
on the I and Q branches.

Figure 5.36 shows the phase (or constellation) diagram for QPSK modulation.
Since each QPSK signalling event carries two bits of information, the diagram con-
tains four states, corresponding to the four phase differences with respect to an
unmodulated reference carrier. QPSK demodulation requires the receiver to
generate two synchronised carriers cos27f,t and sin2f.t to perform coherent
demodulation of the received signal. To avoid a potentially large phase shift, the I
and Q branches are time-shifted by half a bit, on the uplink only.

5.3 Structure of the Physical Channels

This-section-describes-the structure-of ;the principal physical channels of the
UTRAN. In order to better understand their purpose, each physical channel is
described in terms of the basic functions used by mobiles and by the fixed network:
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Figure 5.36 Phase diagram for QPSK modulation.

o initial cell search (CPICH, P-SCH and S-SCH);

e reading system information (P-CCPCH);

o broadcasting paging messages (S-CCPCH);

e sending the initial message when a call is being set up (RACH and AICH);
e exchange of data on a dedicated channel (DPCH).

Transmission over the UTRAN radio interface is split up into frames of length
10 ms, each frame itself being segmented into 15 slots. The UTRAN chip rate is
3.84 Mcps so each slot potentially contains 2560 code elements (3.84 Mcps X 10 ms/
15 slots = 2560 chips) (Figure 5.37).

This frame structure is applicable to almost all the physical channels of the
UTRAN, both uplink and downlink.

1 slot = 2560 chips

Slot 0 | Slot 1 Slot i Slot 14

>

One radio frame = 10 ms

Figure 5.37 Frame structure of the radio interface.

5.3.1 Initial Cell Search

When it is switched on, the mobile carries out a number of operations to select a
cell.fromywhich,the user,will.try,to.register with the network (this is the procedure
IMSI attach), in order to be able to initiate or receive network calls. These
operations are described in Chapter 7.
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Figure 5.38 Physical channels used in initial synchronisation.

The process described in this section is used by the mobile when it is switched
on to search the surrounding UTRAN/FDD cells in the absence of any previous
knowledge of the radio environment. This search is made up of three main phases
(Figure 5.38) and uses the properties of three physical channels emitted by the base
stations in all UTRAN cells:

o the primary synchronisation channel (P-SCH);
o the secondary synchronisation channel (S-SCH);
e the common pilot channel (CPICH).

First Phase: Slot Synchronisation

The primary synchronisation channel is made up of a sequence of 256 chips,
repeated on every occurrence of the slot and transmitted to all the cells in the
UTRAN network. This sequence, specified in the UTRAN standard, is characteris-
tic of all cells using the UTRAN-FDD technology. It is the same for all UTRAN cells,
whether or not they belong to the same network operator.

When it is switched on, the mobile tries to get slot synchronisation with the
nearest base station, i.e. the one whose P-SCH is received most strongly. For that,
the mobile uses the properties of the P-SCH, by correlation with a copy of the code
C, used by the network, scanning the whole FDD frequency band.

Second Phase: Frame Synchronisation

The secondary synchronisation channel uses a sequence made up of 15 secondary
codes of 256 chips broadcast by the network in step with the primary synchroni-
sation channel: (C, C2, ... CI).

The UTRAN standard defines a total of 64 sequences C!, constructed in such a
way,assto,ensure that.no sequence,becomes equal to another by simply shifting
the 256 chips used in each sequence. Each sequence is thus strictly unique and allows
a cell to be identified uniquely within a given geographic zone. Once the slot
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synchronisation has been set up, the mobile goes to find the sequence C! used by the
cell during the first phase. When this sequence has been recovered, the mobile knows
the synchronisation frame of the cell, and hence knows when the frames on the
common control channels sent to the cell and synchronised with the P-SCH are sent.

Since a cellular communication network usually contains more than 64 cells, the
sequences have to be reused. When configuring the network, the operator must
therefore be careful to keep an adequate distance between cells using the same
sequence, in order to avoid any ambiguity for the mobile.

Third Phase: Finding the Primary Scrambling Code

The common pilot channel (CPICH) is a common physical channel broadcast to
each cell by the network and made up of a sequence of symbols known by the
network and the mobile. These symbols are scrambled with the help of the primary
scrambling code used by the cell. Finding the primary scrambling code is an impor-
tant operation for the mobile because this code is also used by the P-CCPCH for
broadcasting system information to the cell.

There are 512 primary scrambling codes, divided into 64 groups of eight. The
UTRAN standard defines a one-to-one correspondence between the 64 groups of
eight scrambling codes and the 64 C! possible secondary synchronisation channel
sequences. Once the synchronisation frame has been acquired, therefore, the mobile
can determine the group of codes to which the primary scrambling code used
by the cell belongs. To recover the code actually used, the mobile carries out a cor-
relation between the data received by the CPICH of the cell and each of the eight
possible codes.

Remarks

Because of the number of carrier frequencies contained in the UTRAN-FDD band
and the time needed for calculation and for acquiring the different channels
involved, the time necessary for the initial cell search is far from negligible. We
must realise, however, that these operations are only really necessary when the
mobile is powered up. One it has selected the initial cell, information about neigh-
bouring cells will be available to it over the P-CCPCH channel. Hence the cell res-
election phases, made necessary by the physical movement of the mobile in the
network, will be much simpler. Furthermore, the operations described above rep-
resent only the very first step in selecting the initial cell. This step must be com-
plemented by reading the system data broadcast by the cell, which allows the mobile
to know whether it can really consider the cell to be suitable from the point of view
of the user; in particular, if the cell belongs to a network that is not accessible to
the user, it must be discarded.

5.3.2 Broadcasting System Information

The network uses the primary common control physical channel (P-CCPCH) to
broadcast information about the network configuration periodically to the cell. The
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Figure 5.39 Structure of the P-CCPCH.

P-CCPCH is the equivalent of the beacon channel (BCCH) in GSM. The system
information constitutes an important body of data, including inter alia:

e network information (the identity of the PLMN, etc.);

e data about the current cell (maximum authorised transmission power, structure
of the common channels, etc.);

e information about adjacent cells (carrier frequency, primary code, etc.);

e information on neighbouring technologies (list of adjacent cells of GSM or
cdma2000 type, etc.).

Figure 5.39 shows the structure of the P-CCPCH. It used the OVSF code C,,. Since
it is not transmitted during the first 256 chips of each slot, it can only carry 18 bits
of information per slot, all of which can be used by data coming from the transport
channel BCH.
A quick calculation shows that the useful data rate of a P-CCPCH is around
13.5 Kbps:
18 bits x 15 slots/10 ms = 27 Kbps/s

Used with a convolutional code of code rate '/, the useful throughput of the
P-CCPCH is thus approximately 27/2 = 13.5 Kbps. By way of comparison,
the throughput of the GSM equivalent of the P-CCPCH is around 780 bps (23 useful
bytes per 235 ms multi-frame).

The low capacity of the BCCH is a significant limitation of the GSM standard.
The new services introduced into the GSM standard, such as GPRS, HSCSD and
EDGE, make important demands on BCCH broadcasting, which can only be satis-
fied at the expense of the effectiveness of certain mechanisms, and thus at the
expense of the quality of service provided to the user.

The extra capacity provided by the P-CCPCH is not otiose. It guarantees a certain
longevity to the mechanisms currently defined in the UTRAN standard when new
services are created.

5.3.3 Paging

The secondary-commonscontrol;physical;channel (S-CCPCH; Figure 5.40) is used
by the UTRAN to support at the same time the forward access channels (FACH)
and the paging channel (PCH).
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Figure 5.40 Structure of the S-CCPCH.

The S-CCPCH contains two types of information:

o data bits, i.e. either data packets or signalling messages destined for a user (in
the case of the FACH) or paging messages (in the case of the PCH);

e physical layer control information: pilot bits and TFCI bits indicating the format
of the data part of the S-CCPCH frame.

The S-CCPCH can take any of 18 different formats, depending on the spreading
factor chosen by the network and the number of pilot and TFCI bits used.
Depending on the values of these different parameters and the type of channel
coding used, the useful data rate of the S-CCPCH can very from ten to several
hundred kilobits per second.

5.3.4 Call Set-up

When the mobile wants to set up a connection with the network, in response to a
paging message or at the request of the user of the mobile, the mobile must make
the request on a special physical channel, the physical random access channel
(PRACH).

The initial message sent by the mobile is made up of two parts:

o a header or preamble of 4096 chips;

e the message part proper, from 10 to 20 ms, which contains data bits (the DPDCH)
and level one (the DPCCH) signalling bits.

In the case of a network access, the DPDCH contains the message RRC CONNEC-
TION REQUEST (see Chapter 7).

The PRACH is a collision channel, in the sense that several mobiles may possi-
bly send a RACH header at the same moment. In order to minimise the probabil-
ity of a collision between two headers, PRACH users are distributed by time (there
are-15-accessslots;or-header transmission windows every 20 ms) and by code (the
mobile randomly chooses a signature - a 16-bit code - from among 16 possibilities,
this signature being used to generate the header).
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Figure 5.41 RACH and AICH access slots.

The PRACH access slot is twice as large (5120 chips) as a normal slot. The 15
access slots of the PRACH are thus distributed over 20 ms, i.e. two radio frames
(Figure 5.41).

Once the header has been received correctly by the network, an acquisition indi-
cation is sent by the Node B on a special physical channel called the acquisition
indicator channel (AICH). Like the PRACH, the AICH is divided into 15 slots of
5120 chips. In order that each mobile can identify the acquisition indicator meant
for it, this indicator is generated using a signature that depends on that used by the
mobile for generating the header.

Figure 5.42 shows an example of the transmission of a message on the PRACH.
Since the mobile does not know how far it is from the antenna of the base station,
the header is initially sent with the minimum power level, and is then repeated with
steadily increasing power levels until an acknowledgement is received from the
network. One the acknowledgement has finally been received, the mobile can send
the message.

The gap between two repetitions of the header, a minimum of three access slots,

is chosen randomly in order to minimise the chances of collision during the repeat
of the header.

Acquisition

Preamble p Message
P : ]
I‘JI
[ H H DPDCH
M |_l __________ DPCCH
< >
< > # 10 or 20 ms

Minimum 3 access slots <4—>
7680 chips
4+—p

3 access slots

Figure 5.42 Example of ajmessage being sent on the BRACH.
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Table 5.4 Formats used by the DPDCH part of the PRACH.

Format number Bit rate (kbits/s) SF Bits per frame Bits per access slot
0 15 256 150 10
1 30 128 300 20
2 60 64 600 40
3 120 32 1200 80

Table 5.4 shows the different formats that the DPDCH part of the PRACH can
take. Depending on the spreading factor (SF) used in the cell on the PRACH, a 10
ms message can contain from 150 bits (format 0) to 1200 bits (format 3), i.e. from
9 to 75 useful bytes (the PRACH uses a channel coding with a code rate of %).

We will see, in the chapter on call set-up, that the access capacity of the PRACH
can be split into sub-parts depending on the class of service allocated to the user.
This feature of UMTS allows the probability of collision to be reduced for certain
services, such as emergency calls.

5.3.5 Data Transport on a Dedicated Transport Channel

The DPCH is one of the basic physical channels used by the UTRAN for the trans-
port of user data. The DPCH is a resource dedicated to a single user, offering a con-
stant data rate and propagation delay over the radio interface.

The pilot bits are a set of bits known to the sender and receiver, intended to help
reception (the pilot bits are used for channel estimation to facilitate coherent detec-
tion). They are multiplexed both in code and in time; in other words, they are
included in each slot.

The DPCH is, in fact, made up of two physical sub-channels, the dedicated phys-
ical data channel (DPDCH) and the dedicated physical control channel (DPCCH).
In the context of the physical layer, the concepts of control channel and data channel
do not have quite the same meaning as in radio protocol layers, where we have met
them before.

The DPDCH is used to carry all the data coming from higher layers of the pro-
tocol. We therefore find in the DPDCH user level data (voice, messages, etc.) as well
as signalling data associated with the control level, such as call signalling or RRC
signalling.

The control data carried by the DPCCH is specific to the physical layer of the
radio interface and is not therefore transferred to the radio protocol layers. The
following data items are carried by the channel:

o the pilot bits;
e the transmission power control (TPC) bits;

o the bits that make up the transport format combination indicator, indicating
the transport format used by the transport block or blocks contained in the
frame;

o the feedback information bits, used only in the uplink direction.

Figure 5.43 shows the format of a downlink DPCH.
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Figure 5.43 Structure of the downlink DPCH.

The standard defines 49 different formats for the downlink DPCH frame, depend-
ing on the number of bits reserved for the transport channels and on the spreading
factor used.

Table 5.5 shows the parameters of a few of these formats.

Format 1 corresponds to the lowest data rate (two data bits per slot, hence 30
bits per 10 ms frame). The useful data rate of this channel is less than 1.5 Kbps if
channel coding with a code rate of /2 is used.

At the other end of the scale, format 16 allows the highest user data rate (1248
data bits per slot) to be attained. This channel can provide a useful data rate of the
order of 936 Kbps with a channel code rate of /2. When a channel with this per-
formance is used in a cell, the capacity of the cell is very much reduced, because of
the transmission power necessary to transmit the data on the channel and the fact
that the code used, with a spreading factor of 4, is situated high in the tree.

Figure 5.44 shows the format of the DPCH in the uplink direction.

In contrast to the downlink DPCH, the DPCCH and DPDCH sub-channels are
separated on to the I and Q paths of the transmission chain. To each data bit sent

Table 5.5 Examples of the downlink DPCH formats.

Format Bit rate Symbol

number  (kbits/s)  rate (ks/s) SF Bits/ slot DPDCH (bits/slot) DPCCH (bits/slot)
N D1 NDZ NTPC N. TFCI NPiIot

0 15 7.5 512 10 0 4 2 0 4
1 15 7.5 512 10 0 2 2 2 4
4 30 15 256 20 2 12 2 0 4
5 30 15 256 20 2 10 2 2 4
10 60 30 128 40 6 24 2 0 8
15 960 480 8 640 120 488 8 8 16
16 1920 960 4 1280 248 1000 8 8 16
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Figure 5.44 Structure of the uplink DPCH.

on the I path, there corresponds a symbol, i.e. the bit rate and the symbol rate for
the DPDCH are the same.

Table 5.6 gives the parameters for each of the six uplink DPDCH formats. The
maximum data rate for an uplink DPDCH is 480 Kbps of useful data, using format
6 with a channel coding rate of /..

5.3.6 Data Transport on the FACH

In Section 4.4.1, we discussed the states of the RRC CELL_FACH connection, using
which the user data is transmitted from the network to the mobile over the common
transport channel FACH (Forward Access Channel). This is the transmission mode
that most closely resembles data transmission in the second generation GPRS net-
works, to the extent that no prior resource reservation is carried out. The channel is
used on demand, depending on the instantaneous data transmission requirements.

This section describes how data is transmitted on the FACH and, in particular,
the multiplexing technique used.

The physical channel supporting the FACH is the secondary CCPCH (S-CCPCH).
It is the same type of physical channel as is used for transmitting paging messages,

Table 5.6 Formats used by the uplink DPDCH.

Format number  Bit rate (kbits/s) ~ Symbol rate (ks/s) SF Bits per frame Bits per slot Ny

0 15 15 256 150 10 10
1 30 30 128 300 20 20
2 60 60 64 600 40 40
3 120 120 32 1200 80 80
4 240 240 16 2400 160 160
5 480 480 8 4800 320 320
5 960 960 4 9600 640 640
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Figure 5.45 Data transmission on the FACH transport channel.

User 2 MAC layer

described in the previous section. Figure 5.45 shows how data is transmitted on the
FACH.

The MAC layer of the network collects the data blocks intended for transmission
over the FACH. Each packet is then marked with a special header containing the
identity of the mobile to which it is addressed, before being multiplexed and trans-
mitted over the physical channel.

At the level of the mobile, each frame that the network puts on to the S-CCPCH
is decoded by the mobile, in order to re-assemble the MAC blocks sent by the
network. The MAC layer of user 2’s mobile then sorts the blocks received, in order
to transmit to the higher layers (RLC, PDCP, RRC, etc.) only the blocks actually
intended for user 2.

5.3.7 Data Transport on the DSCH

Just like the FACH, the downlink shared channel (DSCH) allows different trans-
missions from the network to the mobile to be multiplexed over a shared resource.
The DSCH, however, offers certain advantages in comparison to the FACH:
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Figure 5.46 Structure of the PDSCH.

e The presence of a control channel associated with the DSCH allows the mobile
to avoid systematically decoding the blocks transmitted on the common channel
and thus to reduce battery use.

e The DSCH can be considered to be a variable size FACH, i.e. no resources are
tied up when it is not being used.

In contrast to the FACH, the DSCH can only be active if the mobile is in the RRC
CELL_DCH state. In this state, uplink data is transmitted over a dedicated trans-
port channel (DCH).

Structure of the DSCH

The DSCH transport channel uses the physical downlink shared channel (PDSCH),
whose structure is described in Figure 5.46.

Table 5.7 shows some of the different possible PDSCH formats defined in the
standard. Depending on the format used, the PDSCH allows user data rates of
between 15 Kbps and 960 Kbps approximately, assuming a channel code rate of '/-.

This channel transmits only user data. Physical layer control data (including
transport format combination indicator bits and transmission power control bits)
is transmitted across the control channel associated with the DSCH.

As shown in Figure 5.47, the principle used in the associated control channel is
to cut the TFCI field carried by the DPCCH into two parts:

o the first part, called TFCI (1), indicates to the mobile the coding format of the
DPDCH part of the associated channel;

Table 5.7 Examples of the PDSCH formats.

Format number  Bit rate (kbits/s) ~ Symbol rate (ks/s) SF Bits per frame Bits per slot Ny
0 30 15 256 300 20 20
3 240 120 32 2400 160 160

6 1920 960 4 19200 1280 1280




138 UMTCS: Origins, Architecture and the Standard

o the second part, called TECI (2), specifies the user data format transmitted over
the PDSCH.

Figure 5.47 shows an example of the use of the DSCH for a network user. In the
example, two logical channels are used:

e a DCCH used to transmit signalling information connected with the call. The
information transmitted by this channel will be supported by the associated
dedicated transport channel;

e a DTCH used to transmit the user data, which will be transmitted over the
common transport channel DSCH.

The MAC layer of the network switches the PDUs coming from each logical channel
to the selected transport channel.

On receiving the data transmitted across the associated DCH, the mobile must
decode it in order to decode correctly the data transmitted over the DSCH.

|:| - Twe RLC-PDUs are to be transmitted

Network MAC layer

MAC-c/sh

|
TFCI of the PDSCH ¢

TFCI of the DCH Associated
DCH transport transport
channel channel

. Radio interface (Uu)

L1 ..

DTCH

on the DSCH transport channel.
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Figure 5.48 Example of the allocation of DSCH codes.

Multiplexing on the DSCH

In the same way as the FACH, the DSCH is a common transport channel in the
sense that the resources provided by the channel can be used by several users. The
DSCH has the special feature that user data can be multiplexed in two ways: in code
or in time.

As shown in Figure 5.48, the DSCH can be considered as a sub-tree of the code
tree. The network thus has the choice of using the code at the head of the sub-tree
for all the users or of using one of the codes of the sub-tree for a subset of the users
or of using simultaneously for n users the n codes situated in the branches of
the tree.

In the example, suppose that code C, is used by users A and B of the DSCH and
that codes C, and C, are reserved respectively for users C and D. Under this hypoth-
esis, the DSCH transmission for users A, B, C and D might resemble the schema
shown in Figure 5.49.

One radio frame = 10 ms
>

codeC, [HRARNNN A = [ 2 |- w
Code C; ‘ C | C I C l C l C ‘ > PDSCH
Code C; ‘ D ‘ D ‘ D ‘ D [ D ‘

Figure 5.49 Example of multiplexing users.
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Users A and B have to share the resource carried by the code C,. The data for
these two users is therefore time division multiplexed over the DSCH. In contrast,
since each of users C and D have their own code from the tree, their data can be
transmitted simultaneously.

The advantage of the DSCH in comparison with a dedicated channel lies in the
fact that, when the DSCH user has no more data to transmit, it is possible to redis-
tribute the resource to another user very rapidly, in time for the next frame, even.

5.4 Some Examples

By way of illustration and synthesis of what we have said about the radio interface
in Chapters 4 and 5, in this section we will present two examples of multiplexing
and coding corresponding to applications which will be among the first to become
available when the commercial exploitation of UMTS begins:

e data transmission in circuit mode at 64 Kbps, used for example to support video-
phones;

e conventional voice telephony in the AMR12-2K mode.

As stated in Chapter 3, in the discussion of the basic concepts of UMTS, the UTRAN
standard does not in any way specify the precise parameters of resources used in
providing the different user services. These examples are, however, fairly repre-
sentative of reality because they are taken from the document 3GPP 34.108, which
species the conformance tests applicable to UMTS mobiles.

5.4.1 The Services and the OVSF Tree

We have seen in the previous sections that the network allocates an OVSFE code to
each service requested, the position of the code in the tree depending on the data
rate and the quality of service required. Figure 5.50 shows several examples of the
use of codes from the tree for downlink communication.

The lowest level codes (SF = 512) offer a very low useful data rate. They are gen-
erally reserved for special uses, such as short messages, sign-on procedures, or
updating of positioning information. These procedures are addressed in detail in
Chapters 7 and 8.

The Amr mode, which will be used for voice telephony applications, supports
codes with SF of 64 or 128. The second alternative allows the capacity of the network
to be increased, at some cost to the speech quality.

As the processing gain diminishes, it is possible to increase the useful data rate,
up to a maximum of 2 Mbps, the use of an SF less than 4 not being possible.

Although envisaged by the UTRAN standard, the transmission of user data at
2 Mbps remains only a theoretical possibility. It would require, in fact, three phys-
ical-channels-with.an.SE.of 4;used.simultaneously. The last code with SF = 4 being
itself partly used by the common channels of the cell (CPICH, P-CCPCH, etc.), it is
in practice impossible to allow an additional user into the cell.
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Figure 5.50 Processing gain and corresponding services.

5.4.2 The 64 Kbps Data Circuit

The example described in this section shows the operations carried out by the radio
layers of the UTRAN (level 1 and layers of the level 2 protocol) in the case of a
circuit-switched data transmission service operating at 64 Kbps.

Figure 5.51 show the different channels that will be employed in the call.

The user data (for example, voice or image data) is transmitted over the radio
interface across a single dedicated logical channel: the dedicated traffic channel

High priori Low priori
TM mode UM mode AM mode NAl.‘Sg'szp:tl:;lrlllgY NAS Sf "‘1”3’)
j i RRC signalling A3 5187 g 45 98] g
user data RRC signalling in AM mode in AM mode
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Figure 5.51 Radio channel multiplexing.
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(DTCH). In the case of an application with strict real-time constraints such as video-
phone, the radio interface will not re-transmit lost or erroneous data. The RLC
protocol layer will therefore be configured in transparent mode.

Unlike the flow of user data, there may exist different types of signalling mes-
sages that will be exchanged during the course of the call. In particular, the UTRAN
standard distinguishes:

e RRC signalling transmitted in both unacknowledged mode and acknowledged
mode;

e high priority NAS signalling, corresponding to exchanges between the MM and
CC protocol layers;

e low priority NAS signalling, including for example short messages.

These different signalling flows will be multiplexed over the same dedicated trans-
port channel by the MAC.

The signalling information and the user data will be carried by different trans-
port channels, illustrating the fact that that the quality of service required for each
is different. (In particular, we will see that the signalling information is better
protected than the user data.) Table 5.8 gives the principal features of the two trans-
port channels used and Figure 5.52 shows the operations that will be carried out by
the physical layer for each of the transport channels.

The error control operations (adding the CRC and channel coding), data rate
matching and interleaving are all applied separately to each channel. The CRC bits
are added to each transport block before the channel coding (turbocode or convo-
lutional) is applied. The data rate matching is then carried out, depending on the
maximum number of useful bits that can be carried by the 10 ms radio frame. The
blocks resulting from this operation are then interleaved and segmented according
to the value of the TTI of each transport channel.

Since the TTI of the speech transfer channels is 20 ms, two radio frames will be
necessary to carry one speech frame produced by the transcoder. The transport
blocks of the speech channels will therefore be cut into two segments. The TTI of
the signalling channel is 40 ms in our example. A DCCH transport block will there-
fore be cut into four segments, each one carried by a 10 ms radio frame.

The two transport channels are then multiplexed on to one frame of a single phys-
ical channel, segmentation into physical channels not being used in this case.

As shown in Table 5.9, the physical channel uses a code with spreading factor 32,
providing 140 bits per slot. (A slot contains 2560 chips, that is 2560/32 = 80 QPSK

Table 5.8 Characteristics of the transport channels.

DTCH 4% DCCH
Data rate 64 Kbps 3.4 Kbps
Transport block size 2 X 640 bits 148 bits
L 20 ms 40 ms
CRC 16 bits 16 bits

Channel coding turbocode convolutional /s
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Figure 5.52 Physical layer operations.

symbols = 160 bits of information.) Of the 160 bits, 20 are reserved for the DPCCH,
i.e. used to transport physical layer control information:

e 8 bits for the pilot signal;
e 4 bits for transmission power control;
e 8 bits for coding the TFCI.

Table 5.9 Configuration of the physical channel.

DCH bits DPCCH bits Number of slots per frame
20 15
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Figure 5.53 Multiplexing the radio channels.

5.4.3 Telephony

The example given in this section is that of a voice service using the AMR12-2K
mode. This mode, already described in Chapter 4, is one of the modes most widely
used for speech transmission.

In the example in Chapter 4, we saw that the speech frame coming out of the
transcoder was made up of three classes of bits: A, B and C. In the example below,
these three classes of bits are considered to form part of three distinct transport
channels, allowing the physical layer to apply specific treatment to each of the
classes.

Figure 5.53 demonstrates the multiplexing of the different channels used in this
example and Table 5.10 shows the principal characteristics of the four transport
channels, indicating the specific channel coding associated with each class of bit.
Figure 5.54 shows an example of the operations carried out by the physical layer in
the case of the four transport channels of Table 5.10.

As in the previous example, the transport blocks for the channels using a TTI of
20 ms are cut into two segments in order to be carried on two successive radio
frames. The DCCH processing is identical to the example in the previous section.

As Table 5.11 shows, the physical channel uses a code with spreading factor 128,
providing 40 bits of information per slot. (A slot contains 2560 chips, that is
2560/128 = 20 QPSK symbols = 40 bits of information.) Of the 40 bits, 6 are reserved
for the DPCCH, i.e. used to transport physical layer control information:

e 8 bits for the pilot signal;
e 2 bits for transmission power control.

Table 5.10 Example of the configuration of transport channels.

DTCH (A) DTCH (B) DTCH (C) 4 x DCCH
Data rate 12.2 Kbps 3.4 Kbps
Transport block size 81 103 60 148
il 20 20 20 40
CRC 12 0 0 16

Channel coding convolutional '3 convolutional '3 convolutional 12 convolutional '3
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Figure 5.54 Coding and multiplexing.
Table 5.11 Example of physical channel configuration.
Data rate (Kbps) SF Bits/slot DPDCH bits DPCCH bits Number of slots per frame
60 128 40 34 6 15

5.5 Timing Relationship Between the Physical Channels

Figure 5.55 shows the temporal relationship between the different physical channels
transmitted by the Node B. '

With the exception of the S-CCPCH (used by transport channels PCH and FACH)
all the common channels of the cell are aligned over the 10 ms frame structure:
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Figure 5.55 Temporal relationship between the Node B physical channels.

o the AICH;
o the PDSCH used by the common transport channel DSCH.

The dedicated physical channels (DPCH) are shifted in time by a multiple of 256
chips, 256 chips being a tenth of a slot.

Figure 5.55 also shows the temporal relationship between the dedicated trans-
port channel associated with the DSCH of a given user, and the data frame
transmitted over the PDSCH for that user.



The UTRAN Network Protocols

6.1 Introduction

In the previous chapters we have studied the make-up of the UTRAN radio inter-
face and its associated protocols. However, the UTRAN is not limited to the radio
interface. Because of the large number of network nodes defined in the UTRAN
(Node B and RNC), a set of protocols and interfaces belonging to the terrestrial part
of the UTRAN has been defined by the 3GPP to allow these different nodes to
exchange signalling information and user data.

Figure 6.1 shows the layered structure of the UTRAN network interfaces: the Iu,
the Iub and the Iur. This model is generic and applies to all these interfaces.

This complex model has two purposes:

e To keep the data transmitted independent of the technology used for the trans-
mission. This independence will make it possible for future versions of the
UTRAN specifications to use new transmission technologies without affecting
the higher layers.

o To keep the user plane and the control plane completely separate. The quality of
service required from the transport channels by the user layers is not necessarily
the same for user data and control messages. The UTRAN model allows different
transport technologies to be defined for the two planes.

For the majority of its interfaces, the GSM standard imposes the transport tech-
nology used by the AP layer. Thus, for example, the GSM standard insists that inter-
face A uses 64 Kbps circuits over PCM links. This choice may now appear
sub-optimal, but it is in fact consistent with the technology that was in use when
this interface was defined.

To change the interface A transport technology now would be a complex under-
taking. It would mean extensive changes to the AP protocol (the BSSMAP), whose
definition is very dependent on the transport network technology.

In order to avoid such problems, a different approach has been used for the
UTRAN network interfaces, ensuring that the UTRAN standard will be more
flexible in the face of developments in transport technology. The way in which
these interfaces are modelled in fact allows the transport part of the interface to
be modified without any impact on the AP layers.

The layered model of the interfaces can be described in terms of either horizontal
or vertical sectioning.

147
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Figure 6.1 Layered model of the UTRAN network interfaces.

Horizontal sectioning leads to two layers:

o The transport network layer. This layer is made up of the physical layer, the com-
munication channels (signalling/data bearer), and the access link control appli-
cation part (ALCAP), used to set up the transmission routes of the user plane.

e The radio network layer, including the network application protocols and the
data stream protocols.

Vertical sectioning leads to three planes:

e The control plane, including the network protocols, i.e. the signalling exchanges
between the different pieces of equipment in the UTRAN fixed network.

o The user plane, through which the data exchanged on the interfaces passes.

o The transport network control plane. This plane has the special property of only
being present in the transport layer, because it is used to set up the user plane
transmission routes (the data bearers). This plane is not always present in the
UTRAN interfaces. It exists in the cases in which the user plane channels are
pre-established.

The term ‘user plane’ used in describing the vertical sectioning is a little deceptive,
because this plane can also be used to carry control information intended for the
user. (This is the case with RRC protocol messages.) In fact, from a transport
network point of view, the user plane should be considered as bringing together all
the data - in the broad sense - carried by the network interfaces.

The followingsections,describe the,contents of the different boxes in the generic
model. The way the different application protocols are used is described in a more
concrete manner in Chapter 7.
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6.2 Opening up the Interfaces

In defining an interface between two points of the network, two approaches are
possible.

The first is to standardise the interface, i.e. to specify through a standardisation
group the functions of the interface, the elementary procedures of the protocol, and
the exact format of the messages exchanged. The interface is then defined in detail
and, as far as possible, unambiguously. It becomes possible to connect equipment
from different manufacturers to the interface, thanks to this unique, standard view
of the interface. Such an interface is said to be open.

In contrast, the second approach is to specify only the functional part of the inter-
face, leaving each manufacturer at liberty to define his own view or implementa-
tion of it. We then speak of a closed interface. In this case, it is no longer possible
to connect equipment from different manufacturers as easily as with an open
interface, unless there is some sort of alliance or special agreement between them.

The access network of the GSM standard (the BSS) defines only a minimum
number of open interfaces. Only the interfaces between the BSS and the equipment
external to the BSS are standardised, i.e. the radio interface (between the network
and the mobile) and interface A (the GSM equivalent of the Iu). The other inter-
faces internal to the BSS (the Abis O&M and the Abis RSL between the BSC and
BTS equipment) are defined functionally, but the descriptions of the elementary
procedures and the messages, where they exist, are not mandatory. Thus each GSM
network supplier has developed his own version of these interfaces.

The approach of the UTRAN standardisation committees is significantly differ-
ent. All the UTRAN interfaces (not only the interfaces visible from outside the
UTRAN but also the internal interfaces) are completely specified and standardised.
This is the case therefore for the Iu, Iub and Iur.

The consequence of this approach is much greater flexibility for operators in the
deployment of their networks, allowing equipment from different manufacturers
to be linked throughout the network. It is, of course, always possible for a given
manufacturer to implement, for example, his own version of the Iub interface and
then to offer a range of products that are only partly compatible with the UMTS
standard.

6.3 Network Protocols

A general view of the network protocols is shown in Figure 6.2.

6.3.1 RANAP Network Protocol

The RANAP (Radio Access Network Application Part) protocol is used for signalling
exchangesrbetweennthercoremnetworks(ive. the MSC or the SGSN) and the RNC.
From a functional point of view, this protocol is quite similar to the GSM interface
A protocol, BSSMAP, between the BSC and the MSC.
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Figure 6.2 General view of the network protocols.

The procedures and messages supported by the RANAP protocol can be divided
into two categories: messages addressed to a specific user or connection, and mes-
sages addressed to the RNC. The messages addressed to a specific connection serve
to implement the following functions:

e management of the radio access bearers, i.e. allocating, de-allocating and recon-
figuring them;

e SRNC relocation (i.e. changing to another serving RNC);

e security functions, i.e. the request to change to encrypted mode;

e transmission of signalling information from higher layers. Signalling information
coming from the non-access stratum (CC and MM, for example), functionally
transparent to the UTRAN, travels over the RANAP protocol.

Messages addressed to the RNC provide the following functions:

e re-initialisation of the RNC or the MSC. This function is used, for example, in
the event of a serious software failure;

e paging a mobile (request for a call to a mobile, coming from the network).

6.3.2 NBAP Network Protocol

The NBAP (Node B Application Part) protocol is used for signalling exchanges
between the RNC and the Node B. As with the RANAP protocol, there exist two cat-
egories of exchanges: those addressed to a specific user, identified at the NBAP pro-
tocol level by a CRNC communication context id, and those addressed to the Node
B itself.

The first category comprises messages to carry out the following functions:

e management of radio links, i.e. setting up and closing down links, or reconfig-
uring them; ‘
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e management of radio measurements for dedicated channels, i.e. configuration by
the RNC of the measurements carried out by the Node B for a specific mobile,
and passing these measures back from the Node B to the RNC;

e power control. This function allows the RNC to adjust the power level of the Node
B on the downlink channels.

Messages in the second category allow the following functions to be carried out:

e management of the common transport channels from the cell or cells of the Node
B, i.e. configuration of the PICH, PRACH, FACH, PCH and RACH;

e configuration of the cell or cells supported by the Node B;
e configuration of the system information broadcast by the cells of the Node B;
e management of radio measurements on the cell’s common channels.

6.3.3 RNSAP protocol

The RNSAP (Radio Network Subsystem Application Part) is used for signalling
exchanges between two RNCs in the UTRAN. As a result, it includes all the functions
of the NBAP protocol associated with links in dedicated mode:

e management of radio links;
e management of radio measurements for dedicated channels;
e power control.

Functions relating to the Node B (configuration and management of common chan-
nels) are not present in the RNSAP because they are provided by the RNC directly
controlling the Node B (the CRNC) by means of the Iub interface.

6.4 Frame Protocols

The application protocols belonging to the user plane are called frame protocols
(FP) (Figure 6.3). These protocols are simpler than the network protocols of the
control plane because their main function is limited to the transport of data packets
from the user plane. We will see, however, that these protocols do also provide other
functions.

6.4.1 Frame on the lu Interface
Transparent Mode

This mode is used, for example, for services set up across the PS domain, which
require no special service from the transport protocol. The frame protocol provides
norspecialiserviceyrapartifromithertransport of user data. The frames in transpar-
ent mode contain only the user plane data. There is no protocol header and the
frames are of variable length.
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Figure 6.3 General view of the FP protocols.

Non-transparent (Support) Mode

This mode is used when the transfer of user data requires certain special functions
from the transport network. In addition to the transfer of user data, the frame
protocols of the Iu interface provide the following functions:

e initialisation of the transcoder and control of the data rate. These functions are
used in the case of AMR voice communications;

e error handling. This function is used, for example, for detecting erroneous
frames.

6.4.2 FP on the lub and lur Interfaces

When a drift RNC is present on the communication path between the SRNC and
the Node B supporting the radio link or links with the mobile, the drift RNC plays
the role of a simple router so far as the user data is concerned.

In addition to the transfer of user data, the frame protocol of the Iub and Iur
interfaces provides the following services:

e power control;
e synchronisation of the transport channel.

6.5 Transport Layer
Figure 6.4 shows the transport layer.

6.5.1 Role of the ATM

The ATM (Asynchronous Transfer Mode) is used in the majority of the
UTRAN network interfaces. From a very simplified point of view, ATM is a mixed
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Figure 6.4 The transport layer.

transmission technique that combines the advantages of circuit mode transmission
(allowing a data rate and a transmission delay to be guaranteed) with those of packet
mode (i.e. the possibility of statistical gains obtained by multiplexing different users
with different traffic profiles).

The following sections describe briefly the ATM transmission technique and the
use that the UTRAN transport network makes of it.

Asynchronous Transfer Mode

The GSM transport network uses a synchronous transfer mode. The physical trans-
mission medium is divided into frames, themselves cut up into time intervals. One
or more time intervals in the frame is allocated to each user of the transport
network. The problem with this technique is that the transmission resource is
wasted if the user has nothing to transmit.

ATM also uses a transmission medium divided into frames. The difference lies
in the fact that the time intervals are common property and are usable on demand
by any user, which allows the transmission medium to be used more efficiently.
This difference is illustrated in Figure 6.5.

Since the correspondence between the user and the transmission delay has been
lost, it is necessary to have recourse to a marking mechanism for the information
transmitted. This marking is provided by the header of the ATM cell, the elemen-
tary unit of transmission in ATM networks.

Virtual Circuits
ATM, operates in,connected.mode,;which means that the transmission path must

be set up before the data transfer takes place. The path can be set up dynamically,
either by signalling exchanges (in which|case the term switched virtual circuit is
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Figure 6.5 Synchronous and asynchronous multiplexing.

used) or by using permanent network connections (permanent virtual circuit)
(Figure 6.6).

The transmission path is identified by the pair VPI/VCI (Virtual Path Identifier/
Virtual Channel Identifier). The double identification allows two different types of
switching to be carried out in the ATM exchanges: virtual path switching and virtual
circuit switching (Figure 6.7).

ATM Cells

ATM transmission uses fixed length packets called cells. ATM cells are 53 bytes
long, five bytes of which are used as a header. Since the time intervals are common
property, each ATM cell includes an addressing mechanism (the VPI/VCI fields in
the header), identifying the sender of the cell and allowing the network to route the
cell to the right receiver (Figure 6.8).

Physical
transmission
support

s and virtual circuits.
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Figure 6.7 Virtual path and virtual circuit switching.

The cell header is made up of the following fields:

e generic flow control (GFC);
e VPI/VCI;

e payload type (PT), which indicates whether the cell contains control information

or user data;

e congestion loss priority (CLP), indicating whether the cell can be discarded in

the event of network congestion;

o header error control (HEC), which allows error checking to be carried out on the

cell header.

ATM Layered Model

Figure 6.9 shows the ATM layered model.

ATM cell (53 bytes)

_5bytes , 48 bytes -
header data
C
GFC | VPI VCI PT || HEC
P
4 bits 8bits 16 bits 3 bits 1 8 bits

Figure 6.8 Format of an ATM cell.
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The principal function of the ATM adaptation layer (AAL) is to provide the
quality of service requested by the user. The AAL layer is divided into two sub-
layers:

o the convergence sub-layer (CS) provides error detection and correction facilities
and carries out end-to-end synchronisation;

o the main function of the segmentation and re-assembly sub-layer (SAR) is to
segment the data to be sent into 48-byte packets.

Depending on the quality of service required by the user, ATM offers different types
of AAL (AAL1 to AAL5). The two adaptation layers used in the UTRAN transport
network are AAL2 and AALS.

AAL?2 is used to carry small packets for applications sensitive to transmission
delay. In the case of the UTRAN, user data (data packets, voice, etc.) on the Iub,
Iur and (for CS services only) Iu interfaces is carried by AAL2.

AALS5 is used to carry variable length packets for applications that are not very
sensitive to transmission delay. In the UTRAN, signalling on the Iu, Iub and Iur
interfaces, as well as user data from the packet-switched services on the Iu interface,
is carried by AALS.

The ATM layer brings together functions connected with handling ATM cells, i.e.
adding the header, multiplexing cells on the physical layer, and routing of cells (the
ATM layer is found at the level of the ATM network switches).

Figure 6.10 shows a summary of the different operations carried out by the
different layers of the ATM.

The AAL/CS layer adds a header to the user data, and possibly (depending on
the type of AAL) an end of message marker including an error correcting code. The
end of the frame may contain padding bytes in order to ensure that the frame can
be split into a whole number of ATM cells. The AAL/SAR layer cuts the frame into
blocks of 48 bytes. The cell header is then added by the ATM layer.

6.5.2 Transport Protocols

As a general rule, signalling exchanges on the control plane use ATM/AALS on
all the UTRAN interfaces (Iu, Iub and Iur). User plane data itself is carried by
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ATM/AALS if it belongs to the packet-switched domain and by ATM/AAL?2 if it
belongs to the circuit-switched domain (Figure 6.11).

6.5.3 Transport Layer Signalling (ALCAP)

The access link control application part (ALCAP) is used by the transport layer to
set up transmission paths in the user plane (Figure 6.12).
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Figure 6.13 The UTRAN network interface layers.
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When the user plane uses ATM/AALS transport, the virtual circuits are pre-
established. In this case neither the ALCAP nor the transport network control plane
exist. When the user plane employs ATM/AAL?2 transport, the virtual circuits are
set up through the ALCAP, which, in the case of the AAL2 signalling protocol, is
defined by the Q.2630.1 standard.

6.6 Summary

Figure 6.13 provides a summary view of the layers used on the UTRAN network
interfaces. The grey blocks correspond to the layers belonging to the transport
networks.

The service-specific connection-oriented protocol, used above the AAL5 trans-
port layer, allows the transport of signalling information to be made reliable,
thanks to error correction and detection functions and to integrity control of the
information transported.



Call Handling

This chapter describes the functions used by the mobile and the network during
the setting-up of a call. In order to present a more global picture of the mechanisms
in play, it also addresses the operations carried out when the terminal is switched
on or off and when it registers with the network.

7.1 Switching On

As soon as it is switched on, the mobile carries out a certain number of operations
aimed at selecting a network and a cell able to offer a service to the user, i.e. capable
of sending a call to the network or receiving one from it. These operations are
grouped into three processes within the mobile:

e selection of a public land mobile network (PLMN);
e selection of a cell;
o registering with the network.

7.1.1 Concept of PLMN

The PLMN is defined in the standard as a telecommunication network made up of
a core network and an access network, installed and managed by an operator.

In general, each country has several GSM PLMNs (in the UK, there are four:
Cellnet, Vodafone, T-Mobile and Orange). When UMTS is deployed, it is very likely
that new operators (and therefore new UMTS PLMNs) will see the light of day.

Each PLMN has an identity made up of two fields (Figure 7.1):

o the mobile country code (MCC) identifies the country in which the PLMN is
located. All the PLMNS in the same country have the same MCC;

MCC MNC
0 to 999 01099

A
v

PEMN identifier

Figure 7.1 PLMN identifier fields.
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Table 7.1 Examples of PLMN codes.

Country Mcc MNC Operator
United Kingdom 234 10 Cellnet
15 Vodafone
30 T-Mobile
33 Orange
Germany 262 01 T Mobil
02 D2
03 Eplus
France 208 01 Itinéris
10 SFR
20 Bouygues Télécom
Italy 222 10 Omnitel
01 TIM

o the mobile network code (MNC) identifies the different PLMNs within the same
country.

These two fields form an integral part of the international mobile subscriber iden-
tity, which identifies each subscriber who has subscribed to a PLMN operator.

The MCC is allocated by an international body, the International Telecommuni-
cations Union (ITU), in order to avoid the same code being used by two different
countries. In contrast, the allocation of the MNC is left to the regulatory bodies of
each country. By way of illustration, Table 7.1 contains examples of the PLMN codes
for a number of European operators.

The PLMN is not restricted to subscribers who have an account with the opera-
tor of the network; it is also available to users whose accounts are with other
operators, provided that an agreement has been reached between the operator of
the network visited and the operator of the network with which the user holds an
account. In this case, the user is said to be roaming.

7.1.2 Concept of Equivalent PLMNs
Development of the Operator’s Role

In GSM networks and, more generally, in most second generation networks, the
service provider also owns and operates the network infrastructure. The operators
of networks identified by different PLMN codes therefore use separate infrastruc-
tures (Figure 7.2).

This one-to-one correspondence between service provider and infrastructure
operator was defined when work on the GSM standard was first started. It imposes
a particular way of working on the mobile and on the fixed network that makes any
other commercial model difficult to implement. However, the use of auctions for
allocating third generation network licences, and the extremely high prices reached
in bidding for them, have helped to bring the operators together, because they
see co-operation as a way of maximising the chances of getting a licence and of
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Figure 7.2 Second generation networks.

reducing the cost of deploying and managing the network infrastructure. Further,
in some countries, changes in the regulatory regime are allowing a new type of oper-
ator to appear, the mobile virtual network operator (MVNO).

MVNOs have the special feature that they offer a service in association with a
network operator who owns all or part of the infrastructure as well as the licence
to use part of the radio spectrum. There thus exist different scenarios, in which an
MVNO may own a smaller or larger part of the infrastructure, for example, the core
network, part of the access network, or only the home location register. As a
minimum, an MVNO must hold the details of the SIM/USIM cards of its subscribers,
since these are necessary for identifying the user, making the exchanges secure, and
granting access to the services offered.

The emergence of the third generation has therefore raised important questions
about the roles of network operators and service providers as they are defined in
the GSM standard.

The following paragraphs describe some examples of relations between infra-
structure operators and service providers that might possibly come into existence
when third generation networks are operational.

One Infrastructure Shared by Several Service Providers

There exist at least three scenarios in which service providers, possibly competing,
might be led to share the use of a single network infrastructure (Figure 7.3).

e Two UMTS operators each having a UMTS licence decide to share the UMTS
access network infrastructure in less densely populated (and hence less
profitable) areas but to develop separate infrastructures in the more densely
populatedrareas: Thisstyperof strategys allows subscribers to both networks to
be provided with national coverage, while reducing the costs of creating and
maintaining the infrastructure.
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Figure 7.3 Two service providers sharing a network infrastructure.

o Two GSM operators decide to exploit a UMTS licence jointly. This scenario could
occur, for example, when two GSM operators decide to share the expenses of
acquiring a licence, or following failure in the bidding process.

o If we postulate a complete separation between the activities of managing a net-
work and providing a service, it could happen that two MVNOs might offer com-
peting services based on the same network infrastructure, run by a third party.

Two Different Networks Run by a Single Operator

It may happen, because of the constraints of national regulation, that a GSM oper-
ator who has acquired a UMTS licence is forced to use different PLMN identities.
In this case, mobiles in idle mode will consider the two networks to be different
(Figure 7.4).

Operator I
|

ure used by a single operator.
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Figure 7.5 An example of PLMN equivalence.

Conclusion

The concept of the PLMN, common to the GSM and UMTS standards, will have to
be developed so that it can offer more flexibility in network deployment.

Equivalent PLMNs

In order to respond to third generation network needs as far as the independence
of the network operator and the service provider are concerned, the concept
of ‘equivalent PLMNs’ was introduced into the GSM and UMTS standards at the
beginning of 2000 (Figure 7.5).

The principle is as follows. The USIM (or SIM) of the user is not changed and
remains attached to the operator with whom the user has an account. On the other
hand, the network can indicate to the mobile, either when it is registering with the
network or when it changes localisation zone, the PLMNs that it must consider as
equivalent when reselecting a cell in idle mode. The mobile can thus pass from one
PLMN to another as if they formed a single network.

The list of equivalent PLMNs is held in the memory of the mobile and is erased
when the mobile is switched on, which gives the network operator the opportunity
of changing the list, as a result of new or modified agreements with other opera-
tors, without having to update all its clients’ USIM cards.

7.1.3 Selecting the PLMN

When it is switched on, the mobile searches for accessible PLMNs by reading the bea-
con channels of the surrounding cells. The mobile carries out this search by looking
at all the possible frequencies for the access technologies supported. (The process
used by the mobile to search the UTRAN FDD cells was described in Section 5.3.1.)

When-a-GSM-or- UTRAN/EDD.beacon-channel is identified, the mobile reads the
system information broadcast on this channel in order to obtain the identifier of
the PLMN to which the cell is attached.



166 UMTCS: Origins, Architecture and the Standard

! USIM i
|| » HPLMN i
' I
List of preferred | |
PLMNs defined \ * PLMNa
by the user [| ® PLMNb
List of preferred [| = PLMNm !
PLMNs defined * PLMNn 1

by the operator MRS V ) /

Other PLMNs | . I’me:_\-
identified by the —1 * PLMNy
terminal C

J

Figure 7.6 Priority classification of the PLMNs accessible to the terminal.

Figure 7.6 describes the way in which the terminal classifies the accessible PLMNs.

In the first place, if the user’s home PLMN (i.e. the PLMN of the operator with
whom the user has an account) is accessible, the mobile will try to register with it.

If the mobile is not in an area covered by its home PLMN, the mobile searches
for the accessible PLMNs in a preferential list defined by the user and stored on the
USIM card. If this fails, or if the list has been left empty by the user, the mobile
carries out a similar search using the preferential list defined by the operator. If the
result is still negative, the mobile will select the PLMN that corresponds to the most
favourable cell from the radio transmission point of view.

Of course, as is the case with GSM, the user can always select a PLMN manually
from among those detected by the mobile, in order to try registering with it. If this
is successful, the user can then initiate or receive calls from another user or from
the fixed RTCP network in the PLMN visited.

Searching for a PLMN of Higher Priority

Subsequently, while in the idle state (i.e. during the periods in which no service is
active), the mobile will try periodically to find a PLMN of higher priority than the
one chosen when it was switched on. The frequency with which this operation is
carried out is fixed by the operator and stored in the USIM card. It is not modifi-
able by the user. Its value lies between 6 minutes and 8 hours, with a default value
of 60 minutes.

This mechanism allows operators to be sure that, when their users are roaming
nationally, they will be registered again with their home PLMN when this becomes
accessible. It also allows users who are roaming and have defined a list of preferred
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Figure 7.7 Selection of a higher priority PLMN.

PLMNss (for example, for tariff reasons or the availability of services) to use their
choice of networks when this is available.

This mechanism is illustrated in Figure 7.7. Subscribers X and Y are roaming in
PLMN b. In the geographical area covered by both PLMN a and PLMN b, user X
will select PLMN a, at the end of a search period.

The mechanism for searching for a PLMN of higher priority is used in all UMTS
mobiles and in recent GSM ones (i.e. ones that are compatible with version 8 of the
GSM specifications, published in 1999). In preceding versions of the GSM standard,
the mechanism was limited to searching for the home PLMN when roaming nation-
ally (when the MCC field of the PLMN visited has the same value as that of the home
PLMN). The extension introduced thanks to UMTS means that the behaviour of
mobiles in idle mode is better adapted to the different grouping patterns of the
operators or to the sharing of infrastructure referred to earlier.

7.1.4 Searching for Candidate Cells

Before selecting the cell to register with, the mobile must first create a list of suit-
able candidate cells. A cell is considered suitable if it satisfies certain conditions:

o It must not be barred. This information is broadcast on the cell’s beacon channel.
e It must satisfy the S radio criterion.

The S Criterion

The S criterion is defined by the following expression:

(Sq‘lal >0) and (S, > 0)

rxlev

Squa is @ measure of the quality of the cell, defined by

squal = Qqualmeas - Qqualmin

where Qqaimess-is.the ratio E, /N, for the common pilot channel of the cell (which
allows the quality of the cell to be estimated) and Q is the minimum level of
quality required.

qualmin
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S.ev 15 @ measure of the signal level received from the cell. It is defined by:

S -P

compensation

rxlev

rxlev — erlevmeas - erlevmin

where Qeymess 18 the signal level received by the mobile on the common pilot
channel, Q .,mi, is the minimum acceptable level of the signal, and

= max{P ., pacu - P 0},

compensation max ?

P,..x racu Deing the maximum power level that the mobile can use on the RACH
and P, the maximum transmission power of the mobile. The P term measures the
power reserve of the mobile on the uplink. When the maximum transmission power
of the mobile is below the level permitted in the cell, the received level of the signal,
Sexiew 18 Teduced.

This means that when the signal level received by the mobile is weak (i.€. (Q,evmess
= Quevmin) 18 only slightly larger than zero), the cell can be considered acceptable
(S,4ey > 0) if the transmission level is compensated by sufficient transmission power
on the uplink (i.e. Py ensation = 0)-

The S criterion thus allows the mobile to set up a list of cells that satisfy the
requirements of quality and minimum power at the same time.

Choosing the Initial Cell

Having set up a list of candidate cells, the mobile must then select one cell from the
list to try to register with. To do this, it classifies the cells by some radio criterion
(either the ratio E, /N, for the common pilot channel or the level of signal received
on that channel) and then chooses the best cell according to this classification.

7.1.5 Registering with the Network

Once the cell and the PLMN have been selected, the mobile tries to register with
the chosen PLMN for each of the service domains offered by the core network, i.e.
the CS and PS domains. In the UMTS specifications, this procedure carries the
name:

o IMSI attach for registering with the CS domain;
e UMTS GPRS attach for registering with the PS domain.

If there is no roaming agreement between the home PLMN operator and the oper-
ators of the PLMNs that the mobile can see, the registration process fails. In this
case the mobile is allowed to initiate emergency calls only.

Figures 7.8 and 7.9 show the signalling exchanges between the network nodes
concerned with the registration procedure. The principal protocols employed in the
procedure are the following:

¢ GPRS mobility management (GMM), between the mobile and the SGSN, for reg-
istering with the PS domain;

o the MM (mobility management) protocol, between the mobile and the MSC/VLR,
for registering with the CS domain;
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Figure 7.8 Registering with the PS domain.

e the MAP (mobile application part) between the different nodes of the core
network.

Registering with the PS Domain

The process of registration is made up of three main phases:

1. Once the RRC connection is set up between the mobile and the RNC, the regis-
tration request is sent to the SGSN by the mobile via the RNS.
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2. Before it can register the mobile, the SGSN must carry out certain checks regard-
ing the validity of the user’s identifier (and, more precisely, of the IMSI stored
on the SIM card) and the identity of the mobile.

The user’s identity is checked through an authentication procedure. The data that
allows this authentication to be carried out (the authentication vector), is first
requested from the HLR by the SGSN.

Checking the terminal identity is an optional procedure. At the request of the
SGSN, the terminal provides its identity (IMEIL: International Mobile Equipment
Identity). The EIR, interrogated by the SGSN, responds with a message saying
whether or not the terminal is on the black list.

During this phase, encryption over the UTRAN interfaces is switched on, in order
to protect later signalling exchanges between the mobile and the network, in par-
ticular the allocation of a temporary identity. The authentication procedure as
well as other security-linked functions are described in more detail in the section
on call set-up.

3. Once the identities have been checked, the SGSN can proceed to register the ter-
minal with the network. The SGSN informs the HLR that the mobile is registered
in its database. In response, the HLR transmits to the SGSN the parameters of
the user’s account. This information will be used later by the SGSN when the user
wants to initiate a data transfer to or from the network.

The last operation carried out is the allocation of a temporary identity (P-TMSI:
Packet Temporary Mobile Station Identifier). It is this identity that will be used in
later exchanges between the mobile and the network.

The process of registering with the CS service domain is almost identical to that
for the PS domain, even to the names of the messages. On completion of the process,
an identity specific to the CS domain is allocated to the module: a temporary mobile
station identity (TMSI).

Combined CS/PS Registration

In order to reduce the number of signalling exchanges between the mobile and the
network, the standard offers the option of registering with CS and PS services simul-
taneously, provided the network supports the optional Gs interface between the
SGSN and the MSC/VLR. The initial phase of the combined procedure is identical
to that for PS. Once the mobile is registered in the SGSN database, the SGSN sends
a request to the MSC/VLR for the mobile to be registered. The MSC/VLR informs
the SGSN of the success of the CS registration by the Location Update Message,
which contains the temporary CS identity of the user (TMSI). At the end of the pro-
cedure, the mobile is thus allocated the two temporary identities TMSI and P-TMSI,
one for each domain (Figure 7.9).

Registration Failures

It may happen that the mobile’s request to register is refused by the network. Figure
7.10 show the different failure cases that can occur.
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Figure 7.9 Combined CS/PS registration.

If the registration request comes from a stolen terminal or SIM card, whose theft
has been noted by the operator, the request will be refused either by the HLR (in
the case of an unknown or invalid IMSI) or by the EIR (if the IMEI has been put
on the black list). The USIM card is then declared invalid by the mobile, which will
refuse to try to register again until it is replaced.

There are more common situations that can lead to a registration request being
rejected, for example, there may be no roaming agreement between the subscriber’s
home operator and the operator of the network being visited, or the subscriber may
not be authorised to change network./In these cases, the identity of the forbidden
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Figure 7.10 Network registration failure.

PLMN is stored in the USIM card, thus allowing the information to be retained
when the mobile is switched off.

The operator also has the option of locally restricting access to the network by
rejecting registration requests in certain zones. This practice, for example, allows
part of the network resources to be kept for certain categories of user. In this case,
the identity of the forbidden zone is stored in the mobile. The mobile can try to
register again when a candidate cell belonging to another zone is detected.

7.1.6 Terminal Display

The information displayed on the terminal in idle mode is of particular importance
to the operators. It is the means by which users (their own users as well as roaming
users) are informed about service availability. For users, it is the most direct way
of knowing what network they are on and, in particular, whether or not they are
within the area covered by their home PLMN. Depending on this, the services avail-
able and the charging rates can be very different.

The procedure employed in the GSM networks to display the name of the network
operator is extremely simple. Each terminal holds in ROM a table of correspon-
dences between PLMN codes and the name of the network or operator. This is the
name that is displayed on completion of the registration procedure.

This technique has several weaknesses. In particular, when a change of trading
name occurs, the name displayed by the mobile cannot be modified. In the sce-
narios described above, with operator mergers or the sharing of infrastructure, this
lack of flexibility could carry quite a severe penalty.

In the UMTS standard, this mechanism has been retained but improved. UMTS
mobiles still have a fixed table of correspondences. The operator, however, has the
means, as shown in Figure 7.11, to erase this information if it becomes out of date.
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Figure 7.11 Displaying the network name.

First of all, operators can store their own table of PLMN/operator name corre-
spondences on the USIM card. Even if it remains difficult to change the content of
the USIM cards already in service, at least operators can make sure that those of
new subscribers are up to date.

Secondly, at the end of the registration procedure, the operator can provide the
mobile with the name of the network with which it is registered. This information
is sent to the mobile by means of the INFORMATION message, which forms part
of the MM and GMM protocol layers.

The UMTS standard defines an order of priority among these three sources of
information:

o If the USIM card contains a name for the current PLMN, this is the name that
must be displayed.

e Next in order of priority comes the name provided during the MM/GMM sig-
nalling exchanges.

e Finally, if no other information about the current PLMN is available, the mobile
displays the name stored in its ROM.

7.1.7 General View

Figure 7.12 brings together the different processes that are triggered when the
mobile is powered up.
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The process of cell selection looks for the PLMNs that are accessible on the fre-
quency bands that correspond to the access technologies supported by the mobile,
i.e. for a mobile supporting both GSM and FDD technologies, the 900 MHz and 1800
MHz GSM bands and the UTRAN/FDD band

The selection process then goes on to choose which PLMN to try to register with.
The PLMN chosen is:

o the home PLMN when this is available;

e another PLMN, chosen according to the priority rules, possibly specified by the
USIM card.

The process then tries to register with the best of the candidate cells belonging to
the chosen PLMN and satisfying criterion S.

Depending on the result of the registration procedure, the user is sent an indi-
cation of the service available, either:

o the name of the PLMN with which the mobile is registered is displayed on the
screen; or

o if no PLMN has accepted the registration request, the mobile indicates to the user
that only emergency calls can be made.

7.2 Call Set-up

This section describes the various phases and procedures used during the setting
up of PS or CS calls. In order to understand the call diagrams, it is useful to be
familiar with the following ideas:

o the PDP context;
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e the various states of the mobile;
e security procedures.

7.2.1 PDP Context

The packet data protocol (PDP) context is peculiar to the PS domain. It collects
together all the information that allows user data to be transmitted between
the mobile, the UMTS network and the external packet-switched network of the
Internet.

The PDP context (Figure 7.13) contains the following main data items:

o the quality of service associated with the call, which is in fact represented by the
attributes of the radio access bearer allocated by the UTRAN;

o the access point name, which is the identifier of the external PDP network that
the mobile wants to access;

e the PDP address of the mobile. In the case of an external Internet network, this
will be an IPv4 or IPv6 address.

The attributes of the PDP context are the values belonging to each user, depending
on the nature of their account. One might thus imagine that access to certain PDP
networks providing particular services would be limited to a subset of the users of
the UMTS network.

Before initiating any data transfer in PS mode, the mobile must ask the network
to activate a PDP context; the network will then have to check that the attributes
of the context asked for are compatible with the user’s account details. The call set-
up diagrams shown in this section show the different phases in the activation of a
PDP context.

The user can activate several sessions in parallel, for example to collect mail
simultaneously from two electronic mailboxes maintained by two different service
providers. In such a case, the user must activate as many PDP contexts as sessions.

APN 1
ISP1.mcc.gprs

PDP address
123.125.12.45

PDP contexts

APN 2
ISP2.mcc.gprs

Figure 7.13 The PDP context.
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Figure 7.14 The MM states of a mobile in circuit-switched mode.

7.2.2 States of the Mobile

In CS mode, the mobile can be in any one of three states: when the mobile is
switched off, it is said to be in the detached state; once the mobile is switched on
and registered with a PLMN, as described in the previous section, it is said to be in
the idle state if no service is active; finally, when communication is in progress, the
mobile is said to be in the connected state (Figure 7.14).

When the mobile registers with the CS domain, user mobility is handled differ-
ently depending on the state of the mobile. In idle mode, mobility is under the
control of the mobile through the cell re-selection procedure. In connected mode,
mobility is under the control of the network, through the handover procedure.
Mobility functions are addressed in more detail in Chapter 8.

In PS mode, the GMM states of the mobile are identical, which represents a
change from the position for the GPRS service on GSM networks (Figure 7.15).

In GPRS the connected state does not exist. Once the mobile registers in GPRS
mode, upward or downward transfers of packets are carried out through sessions

Detached
Mobile switched off
Deregistration Deregistration
Registration
/ Releasing the \X

connection

< Mobile registered

dle T | Connected PDP context
Setting up possibly active

the connection

Figure 7.15 The PMM states of a mobile in packet-switched mode.
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called temporary block flows, which are set up and then closed down when the trans-
fer is terminated. For example, in the case of a Web navigation application, the
transfer block flow is active only for the time it takes to download an HTML page.

UMTS networks work differently. We have seen that the RRC layer of the UTRAN
was introduced in order to maintain a connection between the mobile and the
network even when no data was being transferred, while not using up any radio
interface resource. While in this state, user mobility is managed by the serving RNC.

Despite everything, it is possible in UMTS to free the connection when passing
into the idle state. The mobile remains reachable from the network provided it has
a PDP address, whether permanent (in which case it forms part of the subscriber’s
account details held by the HLR) or provided by the network during the activation
of the PDP context. In the idle state, the mobility of the user is handled at the SGSN
level by the routing area update procedure, described in more detail in Chapter 8.

7.2.3 Security Procedures

The three security procedures proposed in the UMTS standard and described in
this section are authentication, encryption and integrity checking.

Authentication

Authentication plays a fundamental role in the security of UMTS networks. The
procedure has three objectives. First of all it allows the network to check the iden-
tity of the subscriber, the purpose being to prevent mobiles with a forged USIM
from accessing the network (or, at the very least, to make it very difficult).
Conversely, the procedure also allows the mobile to authenticate the network, by
checking the validity of the information it transmits.

Finally, the authentication procedure also allows the mobile to generate the IK
and CK encryption and integrity checking keys, using a mechanism described in
the next section.

Authentication rests on certain items that must be kept secret:

o the key K, which is specific to the user. It is known only by the USIM card and
the Authentication Centre (AuC), a database situated in the core network;

e the F1, F2 and F5 algorithms, whose use is described later.

Figure 7.16 shows the stages in the authentication procedure carried out by the
MSC/VLR for the CS domain. In the case of the PS domain, the procedure is carried
out by the SGSN but follows an identical path, almost to the names of the messages.

The authentication procedure is carried out by the network each time the mobile
accesses it, be it for the initial registration with the PLMN, for a response to a paging
message, or for a call initiated by the user of the mobile.

When a request for service is received from a user, the MSC/VLR asks the
HLR/AuC for the information needed to authenticate the user, identified by his
IMSI.

Starting from the key, K, associated with the IMSI, a random parameter, RAND,
and the F2 algorithm, the HLR/AuC produces the expected response code (XRES)
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Figure 7.16 The authentication procedure.

that will allow the user’s USIM card to be authenticated. The response of the HLR/
AuC consists of the following five items, known as the authentication vector:

e the random parameter RAND;
the code XRES;
the key IK;

the key CK (the way in which the IK and CK keys are generated and used will be
described in the next section);

o the authentication token, generated by the F1 and F5 algorithms, which will then
be used by the mobile to authenticate the network.

The SGSN then sends the mobile a request for authentication, containing the RAND
parameter and the authentication token. The mobile verifies the latter using the
F1 and F5 algorithms. If the verification fails, the request for authentication is
rejected by the mobile, which returns to the idle state. The mobile must then con-
sider the current cell blocked, i.e. it will not try to access the network again using
this cell.

If the network is correctly authenticated by the mobile, it will send the network
a response code, RES, calculated from the key, K, contained in the USIM card, and
the parameter, RAND, using the F2 algorithm. The RES and XRES codes are thén
compared with each other by the SGSN. In case of failure, the mobile is informed
that the authentication has been rejected. The mobile then considers the USIM card
contained in it to be invalid until the next time the mobile is switched on or a new
card is inserted.
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Integrity Checking and Encryption

Encryption allows the confidentiality of user data exchanged between the mobile
and the network, in either direction, to be guaranteed. Encryption is applied
independently to the PS and CS domains of the core network and concerns all the
signalling and user data associated with each domain.

Integrity checking, a new mechanism not in GSM, is applied to the exchange of
signalling information between the mobile and the network. It allows the receiving
entity to authenticate the sender and to assure itself that the message received has
not been forged or altered in the course of transmission. Integrity checking allows
all the RRC signalling messages between the mobile and the SRNC to be protected,
as well as the exchanges between the mobile and the core network, corresponding
to the MM and CC layers (mobility management and call control for the CS domain)
and the GMM and SM layers (for the PS domain). Only a few RRC messages, such
as the messages used for setting up a connection or the messages for broadcasting
system information, are not protected by the integrity checking mechanism.

Like encryption, integrity checking is applied independently to the PS and CS
domains of the core network and concerns all the signalling associated with each
domain.

Unlike the encryption mechanism offered by the GSM standard, the UTRAN
encryption, like the integrity checking, is implemented by the layers of the UTRAN
radio protocols situated in the RNC in charge of the RRC connection with the
mobile. Thus encryption and integrity checking protect not only transmission on
the radio interface but also the Iub network interface, and possibly the Iur when a
drift RNC is in use.

In order to improve the robustness of these mechanisms, we will see that a
minimum of configuration information must travel between the mobile and the
network. Other items necessary for encryption and integrity checking derive from
algorithms kept secret and known only to the mobile and certain nodes of the
network.

The encryption and integrity checking rest on the use of a specific key for each
mechanism (Figure 7.17):

o IK (integrity checking key);

o CK (ciphering key).

These keys are produced in the mobile and in the HLR/AuC, starting from the fol-
lowing items:

¢ arandom parameter, RAND, given to the mobile during the authentication phase;

e a secret key, K, known only to the core network and the USIM card;
o the F3 and F4 algorithms, which are also kept confidential.

Data encryption is carried out by the RLC layer when the RLC protocol is used in
acknowledged or unacknowledged mode, and by the MAC layer when the RLC is
used in transparent mode (Figure 7.18).

Each MAC or RLC block is simply encrypted by adding bit by bit (with no carry,
i.e. an exclusive OR operation) the bits of the data block and the bits of the
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Figure 7.17 Generating keys for encryption and integrity checking.

keystream block (KSB). The KSB itself is generated by the F8 algorithm, which uses

the following parameters:

o the encryption key, CK;

e a counter, COUNT-C, which is a sequence number that varies over the course of

time;

¢ a length parameter, LENGTH, which allows the F8 algorithm to generate KSB
blocks of the same length as the data blocks to be encrypted;

i
I
COUNT-C  DIRECTION : COUNT-C  DIRECTION
i
BEARER LENGTH : BEARER LENGTH
I
|
b v ) ‘ :
CK — F8 | CK F8
1
|
v . v
KSB : KSB
1
. | v
Unencrypted Encrypted Unencrypted
userdata ~ —» @ — > data —> @ —»  userdata
Sender Receiver
(mobile or RNC) (mobile or RNC)

Figure 7.18 Encryption.
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Figure 7.19 Integrity checking.

o the parameters, DIRECTION and BEARER, used to avoid the possibility of
different transport channels having the same KSB, which would weaken the
protection provided.

The receiver carries out exactly the same operations to decrypt the blocks received.
An identical KSB is generated, then added bit by bit to the bits of the encrypted
block to recover the user data.

Integrity checking is carried out in a very similar manner (Figure 7.19).

The F9 algorithm generates a message authentication code (MAC) starting from
the message to be sent, the integrity checking key, IK, and parameters COUNT-1
and DIRECTION. The parameter FRESH is used to strengthen the protection pro-
vided. FRESH is a random value exchanged between the network and the mobile
when the RRC connection is set up; it guarantees to the network that the mobile is
not reusing old message authentication codes.

The MAC is then concatenated with the message before transmission. On receiv-
ing the message, the receiver generates a code XMAC (expected MAC) using the
same method as the sender and then compares it with the MAC received. If this
check fails, the message is considered invalid and is destroyed by the receiver.

Activation of Encryption and Integrity Checking

When activating encryption and integrity checking, it is important to follow the
correct sequence of operations, otherwise there is a risk, for example, that one of
the two entities receives an encrypted (and therefore unintelligible) message when
it-isrexpecting to-receive-asmessagesinsclear (i.e. not encrypted).

Activation of encryption and integrity checking always takes place at the
request of the core network; more precisely, the requests are made by the MSC for
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circuit-switched services and by the SGSN for packet-switched services, through the
security mode command message (Figure 7.20). This request is then relayed to
the mobile using the RRC message of the same name, this message being sent in
RLC acknowledged mode.

Activation of integrity checking is relatively simple. The RNC applies integrity
checking to messages sent by, and received from, the mobile as soon as it receives
confirmation that the security mode command message has been correctly received
by the mobile.

In the case of encryption, activation is not immediate. The network specifies a
starting time to the mobile, after which data must be transmitted in encrypted
mode. This starting time is expressed in the form of a level 2 RLC or MAC frame
number, according as to whether the channel is in RLC transparent mode or in
acknowledged or unacknowledged mode. (We saw in the chapter on the UTRAN
radio interface that encryption is carried out at the level of the MAC layer for a
channel in transparent mode and at the RLC level for a channel in acknowledged
or unacknowledged mode.) When the frame number is reached, both the mobile
and the network activate encryption mode for sending and receiving. Figure 7.20
gives a general picture of the activation of encryption and integrity checking for a
single communication.

/! o0
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Mobile SRNC MSC/VLR

I
RANAP Security Mode Command

»

RRC Security Mode Command (CS domain, T activation)

RLC Ack

Activation of integrity checking Activation of integrity checking
for transmitter and receiver for transmitter and receiver

RRC Security Mode Complete

RANAP Security Mode Complete
Unencrypted data < > P
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Encrypted data pl
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Figure 7.20 The transition to encrypted mode.
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7.2.4 Network Access

In the chapter on the physical layer, we saw the structure of the physica<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>